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Abstract. Let T be a split torus acting on an algebraic scheme X with
fixed locus Z. Edidin and Graham showed that on localized T -equivariant
Chow groups, (a) push-forward i∗ along i ∶ Z → X is an isomorphism,
and (b) when X is smooth the inverse (i∗)−1 can be described via Gysin
pullback i! and cap product with e(N)−1, the inverse of the Euler class
of the normal bundle N . In this paper we show that (b) still holds when
X is a quasi-smooth derived scheme (or Deligne–Mumford stack), using
virtual versions of the operations i! and (−) ∩ e(N)−1. As a corollary we
prove the virtual localization formula [X]vir

= i∗([Z]vir
∩ e(Nvir

)
−1
) of

Graber–Pandharipande without global resolution hypotheses and over
arbitrary base fields. We include an appendix on fixed loci of group
actions on (derived) stacks which should be of independent interest.

Introduction 2
0.1. Localization in equivariant intersection theory 2
0.2. Virtual localization 3
0.3. Relation with Graber–Pandharipande 5
0.4. Extension to stacks 6
0.5. Outline 7
0.6. Conventions and notation 8
0.7. Acknowledgments 10

1. Euler classes 10
1.1. Fixed and moving parts of complexes 11
1.2. Euler classes of vector bundles 11
1.3. Homotopy invariance 13
1.4. Euler classes 14

2. Gysin pull-backs 15
2.1. Specialization to the normal bundle 15
2.2. Gysin pull-backs 18
2.3. Functoriality 19
2.4. Self-intersection formula 22

3. Virtual localization formula 22
3.1. Statements 23
3.2. The general formula 23
3.3. Proof of Theorem 3.1 24
3.4. Proof of Theorem 3.2 24

4. Simple wall-crossing formula 25
Appendix A. Fixed loci of group actions on algebraic stacks 27

A.1. Stabilizers of group actions 27
A.2. Fixed points 29
A.3. Homotopy fixed points 29

Date: 2024-06-13.
1



A.4. Properties 31
A.5. Deformation theory of homotopy fixed points 33
A.6. Reparametrized homotopy fixed points for torus actions 36
A.7. Fixed vs. reparametrized homotopy fixed 38
A.8. Edidin–Rydh fixed vs. reparametrized homotopy fixed 39

Appendix B. Perfect obstruction theories 41
References 44

Introduction

0.1. Localization in equivariant intersection theory. Let X be a
scheme1. Suppose T is a split torus acting on X, and denote by i ∶XT ↪X
the inclusion of the fixed point scheme [Ive]. Let CHT

∗ (X) denote the T -
equivariant Chow groups2 of Edidin–Graham [EG1], and CHT

∗ (X)loc the
localization at the set of first Chern classes of nontrivial 1-dimensional rep-
resentations of T . Localization theory for the equivariant Chow groups,
following Edidin–Graham [EG2], consists of two salient statements. The
first asserts:

Theorem 0.1 (Concentration). Push-forward along i ∶XT ↪X induces an
isomorphism

i∗ ∶ CHT
∗ (XT )loc → CHT

∗ (X)loc.

The second statement concerns the description of the inverse of i∗ when X is
smooth. In this case the fixed locus XT is also smooth3, so i ∶XT ↪X is an
lci closed immersion with normal bundle N . We thus have the operations
of Gysin pull-back

i! ∶ CHT
∗ (X) → CHT

∗ (XT ) (0.i)
and cap product with the Euler class (= top Chern class) of N :

(−) ∩ e(N) ∶ CHT
∗ (XT ) → CHT

∗ (XT ) (0.ii)

Moreover, because N has no fixed part (as it is the moving part of the tangent
bundle of X, restricted to XT ), one can show that (0.ii) is invertible4 on
CHT

∗ (XT )loc. From the self-intersection formula

i!i∗(−) = (−) ∩ e(N)
we thus deduce:

Corollary 0.2 (Localization formula). If X is smooth, we have the equality

(i∗)−1 = i!(−) ∩ e(N)−1

1In the introduction, all (derived) schemes are algebraic, i.e., of finite type over the
base field k.

2Throughout the paper, all Chow groups are taken with rational coefficients.
3see [Ive, Thm. 1.2] or Corollary A.30
4see [EG2, Prop. 4] or Proposition 1.3 and Corollary A.31
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of maps CHT
∗ (X)loc → CHT

∗ (XT )loc. In particular, we have
α = i∗(i!(α) ∩ e(N)−1) ∈ CHT

∗ (X)loc

for every cycle class α ∈ CHT
∗ (X).

0.2. Virtual localization. In this paper we will generalize the above two
statements to the “virtual” context. This means that X will be cut out
(locally) in an ambient smooth scheme A by n equations (or a section of a
rank n vector bundle E). Thus it may be singular or of dimension greater
than the virtual dimension

vd ∶= dim(A) − n = rk(TA) − rk(E).
This is typical of “obstructed” moduli spaces, such as those arising in enumer-
ative geometry, e.g. Kontsevich’s moduli space of stable maps to a smooth
projective variety Y [Kon] which is used to define the Gromov–Witten in-
variants of Y .

Following M. Kontsevich’s insight in [Kon], the notion of quasi-smoothness
in derived algebraic geometry provides a natural language in which to study
virtual phenomena. A quasi-smooth derived scheme X may be thought of as
a (possibly singular) classical scheme X =Xcl equipped with certain derived
nilpotent data. Intrinsically associated with X is its virtual tangent bundle,
a perfect complex of amplitude [0, 1]5. In the local model, the term in degree
0 is the tangent bundle of the ambient scheme A and the term in degree 1 is
the obstruction bundle E. In other words, X knows “why” X is virtually
smooth, and the virtual dimension is encoded as the Euler characteristic of
its virtual tangent bundle.

We will prove the following virtual generalization of the equivariant localiza-
tion theorem:
Theorem A. Let X be a quasi-smooth derived algebraic scheme with an
action of a split torus T . Let XhT denote the homotopy fixed point scheme.
Then push-forward along the canonical morphism i ∶ XhT → X induces an
isomorphism

i∗ ∶ CHT
∗ (XhT )loc → CHT

∗ (X)loc
with inverse given by

(i∗)−1 = i!
T (−) ∩ eT (Nvir)−1.

This will imply the following formula, computing the virtual fundamental
class [X]vir in terms of [XhT ]vir:
Corollary B. Let X be a quasi-smooth derived algebraic scheme with an
action of a split torus T . Then we have

[X]vir = i∗([XhT ]vir ∩ eT (Nvir)−1)
in CHT

∗ (X)loc.

We now explain the various notation appearing in these statements.
5We use cohomological grading throughout the paper.
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Homotopy fixed points. Recall that if X is a k-scheme with T -action, the
fixed point scheme XT can be described in terms of functors of points as
follows. For each k-algebra6 R, we have an action of the group T (R) on the
set X(R). An R-valued fixed point of X is a point x ∈ X(R) such that
t ⋅ x = x in X(R′) for every t ∈ T (R′) and R-algebra R′. The fixed point
scheme XT represents the functor sending R to the set of R-valued fixed
points of X (see [Fog, §2]).

If X is a derived k-scheme, its functor of points R ↦X(R) sends a derived
k-algebra7 R to an ∞-groupoid of R-points X(R). A T -action on X amounts
to T (R)-actions on X(R) for each R, compatible up to coherent homotopy.
To define the correct replacement of XT in this setting, we take inspiration
from homotopy theory (see [Tho]). Roughly speaking, we say an R-valued
homotopy fixed point of X is a point x ∈X(R), a “fixing” isomorphism t ⋅x ≃ x
in X(R′) for every t ∈ T (R′) and derived R-algebra R′, and a homotopy
coherent system of compatibilities between the fixing isomorphisms as t
varies. We will see that the functor of homotopy fixed points is represented
by a derived scheme XhT . We refer to Subsect. A.3 for the precise definition.

Push-forward. When R is an ordinary k-algebra, we have XhT (R) =XT (R).
Thus the classical truncation of XhT is the fixed point scheme of the classical
truncation Xcl (with respect to the induced T -action). As Chow groups
are insensitive to derived nilpotents, we have CHT

∗ (X) ≃ CHT
∗ (Xcl) and

CHT
∗ (XhT ) ≃ CHT

∗ ((Xcl)T ), and push-forward along the forgetful morphism
i ∶XhT →X is identified with push-forward along the inclusion (Xcl)T ↪Xcl.
In particular, the invertibility of

i∗ ∶ CHT
∗ (XhT )loc → CHT

∗ (X)loc

follows from the classical concentration theorem for Xcl (Theorem 0.1).

Virtual fundamental class. When X is a smooth classical scheme, we have
XhT =XT (Proposition A.21). When X is quasi-smooth, XhT is also quasi-
smooth (Corollary A.30). In particular, there are virtual fundamental classes
[X]vir and [XhT ]vir, respectively (see [BF] or [Kha1, Constr. 3.5]).

Virtual Gysin pull-back and Euler class. The virtual fundamental classes
[X]vir and [XhT ]vir can be regarded as the images of [pt] ∈ CHT

∗ (pt) by
virtual Gysin pull-back maps

p! ∶ CHT
∗ (pt) → CHT

∗ (X), q! ∶ CHT
∗ (pt) → CHT

∗ (XhT )
along the projections of p ∶ X → pt and q ∶ XhT → pt (see [Man] or [Kha1,
Constr. 3.3]). If i ∶XhT →X were quasi-smooth, we would similarly have a
Gysin pull-back (compare (0.i))

i! ∶ CHT
∗ (X) → CHT

∗ (XhT )
6All rings and algebras are implicitly commutative.
7The technical term is animated commutative k-algebras. These are equivalently

homotopy types of simplicial commutative k-algebras, or if k is of characteristic zero,
quasi-isomorphism types of connective commutative dg-k-algebras.
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such that i! ○ p! = q!. However, the essential difficulty in the virtual general-
ization of the localization theorem is that i is rarely quasi-smooth when X is
not smooth.

Similarly, we have no Euler class e(Nvir) as in (0.ii) either, as the normal
bundle Nvir (= the moving part of the virtual tangent bundle of X) is
typically a perfect complex of amplitude [0, 1] rather than a vector bundle.

It turns out that i! and e(Nvir) do exist once we pass to localized Chow
groups. The following is the key technical result of the paper:
Theorem C. In the situation of Theorem A, we have:

(i) There exists a canonical Gysin pull-back map8

i!
T ∶ CHT

∗ (X)loc → CHT
∗ (XhT )loc

satisfying the functoriality formula
i!
T ○ p! = q! ∶ CHT

∗ (pt)loc → CHT
∗ (XhT )loc.

(ii) There exists a canonical Euler class operator
(−) ∩ eT (Nvir) ∶ CHT

∗ (XhT )loc → CHT
∗ (XhT )loc

which is invertible and satisfies the self-intersection formula
i!
T i∗(−) = (−) ∩ eT (Nvir).

Once Theorem C is proven, Theorems A and B can be easily derived just
as in the smooth case. Note that i!

T and eT (Nvir) are instances of more
general constructions of virtual Gysin maps and Euler classes in CHT

∗ (−);
see Sects. 2 and 1, respectively.

0.3. Relation with Graber–Pandharipande. In the form of Corollary B,
the virtual localization theorem was first proven by Graber and Pandhari-
pande [GP], when k is the field of complex numbers and under the following
technical assumptions:

(a) The scheme Xcl admits a T -equivariant closed immersion into an ambient
smooth scheme,

(b) The virtual tangent bundle of X admits a global resolution by T -
equivariant vector bundles.

The first assumption was later removed by H.-L. Chang, Y.-H. Kiem and
J. Li [CKL]. Moreover, they relaxed the second assumption to the existence
of a global resolution for the virtual normal bundle Nvir (= the moving part
of the virtual tangent bundle).

When Nvir admits a global resolution [N0 → N1], we have eT (Nvir) =
e(N0) ∪ e(N1)−1 (see Proposition 1.9). This was taken as the definition by
[GP] and [CKL]. Although it was widely expected that Corollary B holds

8The subscript in i!
T is just a reminder that it only exists on the localizations. In case i

is actually quasi-smooth, then i!
T = i!.
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without the global resolution hypothesis on Nvir, see e.g. [Joy, Thm. 2.19,
Rmk. 2.20], no general definition of eT (Nvir) has appeared in the literature
before as far as we know. That is, Theorem C is a prerequisite to even
formulating the statements of Theorem A or Corollary B. Even when a global
resolution does exist, this is still a conceptual improvement on the literature
in that the formulation is entirely intrinsic to the derived scheme X (with
the given T -action).

The global resolution hypothesis does hold for most concrete applications in
enumerative geometry, though construction of explicit resolutions can often
be annoying. In some examples, such as the moduli space of semi-stable
objects in a given abelian category, it is not clear whether a global resolution
exists at all. We refer to the recent work of Joyce [Joy] for concrete examples.
In particular, Joyce’s results make use of the generality of Corollary B (see
Remark 2.20 of op. cit.).

Recently, virtual fundamental classes have made appearances in the context
of arithmetic geometry (see e.g. [Mad, FYZ]), as well as non-archimedean
analytic geometry (see [PY2]). Whereas all previous work on virtual local-
ization is restricted to the field of complex numbers, our approach is robust
enough to apply over bases of arbitrary and even mixed characteristic, and
apparently can also be adapted to derived analytic geometry as in [PY1],
where global resolutions are rare.

0.4. Extension to stacks. Our virtual localization theorem holds more
generally for Deligne–Mumford stacks.9 Let us explain the subtleties that
arise in this generality.

Consider first the non-virtual case, where X is a smooth Deligne–Mumford
stack with T -action. There is still a smooth closed substack XhT ⊆ X of
homotopy fixed points. However, the concentration theorem (Theorem 0.1)
need not hold for XhT . For example, if X = Bµn is the classifying stack of
the group scheme of nth roots of unity, with the scaling action of T =Gm,
then XhT is empty whereas CHGm

∗ (Bµn)loc is nontrivial. In this case, we
can solve the discrepancy by reparametrizing the action by the n-fold cover
T ′ =Gm↠Gm, so that XhT ′ =X.

When T = Gm is rank one, Kresch showed that we can always find a
reparametrization T ′ =Gm↠Gm such that concentration holds for XrhT ∶=
XhT ′ .10 Since X and XrhT are smooth, we still have the self-intersection
formula for i ∶ XrhT → X and one deduces a localization formula as in
Corollary 0.2, see [Kre, Cor. 5.3.6].

9In the introduction, all stacks are assumed of finite type over the base field k.
10See [Kre, Thm. 5.3.5]. Note that Kresch assumed that the base field k is algebraically

closed. Alper–Hall–Rydh showed how to construct the reparametrization over an arbitrary
base field k, see [AHR, Def. 5.25]. They also showed that XrhT is intrinisic to X with
its T -action, i.e., does not depend on the choice of reparametrization. Finally, the first
construction of XrhT when X is singular was given by Alper–Hall–Rydh; Kresch only
constructed the reduced substack in general.
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We will extend this to actions of higher rank split tori T , and to the virtual
context. We will show:

Theorem D. Let X be a quasi-smooth derived Deligne–Mumford stack
with an action of a split torus T . Let XrhT denote the reparametrized
homotopy fixed point stack (see Definition A.37). Then push-forward along
i ∶XrhT →X induces an isomorphism

i∗ ∶ CHT
∗ (XrhT )loc → CHT

∗ (X)loc

with inverse given by

(i∗)−1 = i!
T (−) ∩ eT (Nvir)−1.

In particular, we have

[X]vir = i∗([XrhT ]vir ∩ eT (Nvir)−1)
in CHT

∗ (X)loc.

The reparametrization T ′↠ T is constructed such that XrhT =XhT ′ contains
all points of X with r-dimensional T -stabilizer; see Subsect. A.1 for the notion
of T -stabilizers. The concentration statement then follows from the general
concentration criterion of [AKLPR, Thm. B]. The explicit formula for (i∗)−1

is then derived as in the case of schemes, by proving a self-intersection
formula for i ∶XrhT →X and checking that eT (Nvir) is still invertible in the
Deligne–Mumford case.

For T = Gm, the above formula for [X]vir was first proven by Graber–
Pandharipande (see [GP, App. C]) over the base field k =C, assuming the
existence of a global smooth embedding and global equivariant resolution of
the virtual tangent bundle as in Subsect. 0.3. These assumptions were relaxed
by Chang–Kiem–Li to the existence of a global equivariant resolution of the
virtual normal bundle (see [CKL, Thm. 3.5]). In the smooth or non-virtual
case, Theorem D extends [Kre, Thm. 5.3.5, Cor. 5.3.6] to actions of higher
rank tori and non-algebraically closed base fields.

0.5. Outline. In Sections 1 and 2 we construct the Euler and Gysin oper-
ations of Theorem C, respectively. A key technical result is an upgraded
homotopy invariance property (or Thom isomorphism) acquired by localized
equivariant Chow theory (see Theorem 1.6). Theorem A and Corollary B are
then derived in Sect. 3. Finally, Sect. 4 contains an application of Corollary B:
we prove a general form of the simple wall-crossing formula of [KL, §2.1,
App. A].

Appendix A contains a detailed treatment of fixed loci of group actions on
algebraic stacks, which is required for the proof of virtual localization for
Deligne–Mumford stacks. For completeness, we state many of the definitions
and results for Artin stacks and for actions of general group schemes when
possible.

In Appendix B we rewrite our main results in the language of perfect
obstruction theories, as in [BF] and [GP]. Recall that a quasi-smooth derived
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structure on a stack gives rise in particular to a perfect obstruction theory, a
purely algebraic structure on the classical truncation. While the language of
quasi-smooth derived stacks is arguably more natural, in certain applications
it may be convenient to apply the virtual localization theorem without
needing to know that a given perfect obstruction theory actually comes from
a derived structure.

0.6. Conventions and notation. We generally follow the conventions of
the companion paper [AKLPR].

0.6.1. Stacks. We fix a base commutative ring k, assumed noetherian and
connected. We write pt ∶= Spec(k).

We denote by Stkk (resp. dStkk) the ∞-category of (resp. derived) Artin
stacks locally of finite type over k with quasi-compact and separated diagonal.
Given a derived Artin stack S ∈ dStkk, we denote by StkS (resp. dStkS) for
the ∞-category of locally of finite type (resp. derived) Artin stacks over
S with quasi-compact and separated diagonal. See [AKLPR, §1] for our
conventions on points and stabilizers of stacks.

We say that a derived 1-Artin stack is quasi-Deligne–Mumford if it has
quasi-finite diagonal, or equivalently finite stabilizers.

0.6.2. Chow groups and motivic Borel–Moore chains. For every derived Artin
stack X ∈ dStkk, we consider the complex

CBM
● (X; Qmot)⟨∗⟩

of (periodized) motivic Borel–Moore chains, regarded as an object of the
derived ∞-category of Q-linear chain complexes. By cap product, this is a
module over the complex of motivic cochains C●(X; Qmot)⟨∗⟩. See [AKLPR,
§2] or [Kha1] for the definitions.

We define the (total) Chow group of X by

CH∗(X) ∶= H0 (CBM
● (X; Qmot)⟨∗⟩).

For global quotients X = [U/G], CH∗(X) ≃ CH∗(Xcl) is identified with the
equivariant Chow group CHG

∗ (Ucl) ⊗Q of [EG1]. For X Deligne–Mumford,
or more generally 1-Artin with finite inertia, CH∗(X) is identified with the
Chow group of the coarse moduli space.

The complexes CBM
● (X)⟨∗⟩ admit push-forwards along proper morphisms

and (virtual) Gysin pull-backs along quasi-smooth morphisms, and these
satisfy the base change formula for homotopy cartesian squares. For any
closed/open decomposition i ∶ Z ↪X, j ∶X ∖Z ↪X, there is a localization
exact triangle

CBM
● (Z)⟨∗⟩

i∗Ð→ CBM
● (X)⟨∗⟩

j!

Ð→ CBM
● (X ∖Z)⟨∗⟩.

In particular, we have the derived invariance property
CBM
● (X)⟨∗⟩ ≃ CBM

● (Xcl)⟨∗⟩
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where Xcl is the classical truncation of X ∈ dStkk.

0.6.3. Localized equivariant chains. Throughout the paper, T will be a split
torus over k. Given a derived Artin stack with T -action, we will denote the
quotient stack in script font (e.g. X = [X/T ], Y = [Y /T ], etc.). If T acts on
X ∈ dStkk, we write

CBM,T
● (X; Qmot)⟨∗⟩ ∶= CBM

● (X; Qmot)⟨∗⟩,
C●T (X; Qmot)⟨∗⟩ ∶= C●(X; Qmot)⟨∗⟩

for the complexes of T -equivariant Borel–Moore chains and cochains, respec-
tively.

We define the T -equivariant (total) Chow group of X by

CHT
∗ (X) ∶= H0 (CBM,T

● (X; Qmot)⟨∗⟩)
for any X ∈ dStkk. When X is an algebraic space, this is the T -equivariant
Chow group of [EG1]. More generally, if X is Deligne–Mumford or 1-Artin
with finite inertia, then CHT

∗ (X) is identified with Kresch’s Chow group of
the quotient stack X = [X/T ] as in [Kre].

We consider the localization

C●T (X; Qmot)loc ∶= C●(X; Qmot)loc ∶= C●(X; Qmot)⟨∗⟩[c1(Σ)−1]
in the sense of higher algebra (see [Lur1, Prop. 7.2.3]), where Σ is the set
of nontrivial 1-dimensional T -representations (regarded as line bundles on
BT ), and similarly

CBM,T
● (X; Qmot)loc ∶= CBM

● (X; Qmot)loc ∶= CBM
● (X; Qmot)⟨∗⟩[c1(Σ)−1].

We have
CHT

∗ (X)loc ≃ H0 (CBM,T
● (X; Qmot)loc),

where the left-hand side is the localization of CHT
∗ (X) at the set of first

Chern classes of nontrivial 1-dimensional T -representations. See [AKLPR,
§3] for details.

0.6.4. Generalized chains. In the text, we will fix more generally any oriented
Q-linear commutative motivic ring spectrum Λ over k. The notation is
generalized in the obvious way, e.g. we denote by

CBM
● (X; Λ)⟨∗⟩

the complex of (periodized) Borel–Moore chains with coefficients in Λ, for
any X ∈ dStkk. The case of motivic Borel–Moore chains considered above is
obtained by taking Λ =Qmot the motivic cohomology spectrum. When there
is no risk of ambiguity, we omit Λ from the notation.

In this way, our results also apply to singular Borel–Moore homology or
ℓ-adic Borel–Moore homology, for example. We can also take Λ =MGLQ the
algebraic cobordism spectrum. In that case we write

Ω∗(X) ∶= H0 (CBM
● (X; MGLQ)⟨∗⟩)
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for every X ∈ Stkk. For global quotients X = [U/G] over a field of char-
acteristic zero, Ω∗(X) is identified with the equivariant algebraic bordism
ΩG
∗ (Ucl) ⊗Q of [HML].

0.6.5. Relative chains. It will be convenient in the paper to work with the
complexes of relative Borel–Moore chains

CBM
● (X/S ; Λ)⟨∗⟩

for X ∈ dStkS over a fixed S ∈ dStkk. For S = pt ∶= Spec(k), we have
CBM
● (X/pt; Λ)⟨∗⟩ ≃ CBM

● (X; Λ)⟨∗⟩ by definition. See [AKLPR, §2] or [Kha1]
for the definitions.

We also consider the following localized T -equivariant variants. Given a
T -equivariant morphism X → Y in dStkk, we write

CBM,T
● (X/Y )loc ∶= CBM

● (X/Y)loc ∶= CBM
● (X/Y) ⊗C●(BT ) C●(BT )loc.

Given S ∈ dStkk and X ∈ dStkS where T acts on X over S11, we write

CBM
● (X/S)loc ∶= CBM

● (X/S) ⊗C●(X) C●(X)loc.
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1. Euler classes

In this section we construct the Euler class operator of Theorem C(ii). See
Construction 1.8 for the construction of the Euler class, Proposition 1.9 for
its compatibility with exact triangles, and Proposition 1.10 for its invertibility
when the complex has no fixed part. The self-intersection formula will be
proven in the next section.

11so that X → S is T -equivariant with respect to the trivial action on S
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1.1. Fixed and moving parts of complexes. Let X be a derived stack
over k. Let G be a diagonalizable group scheme of finite type over k. Recall
the following standard ∞-categorical version of [SGA3, Exp. I, 4.7.3]:

Proposition 1.1. There is a canonical equivalence of stable ∞-categories
Dqc(X ×BG) →∏

χ

Dqc(X),

where the product is taken over characters χ ∶ G→Gm.

More generally, let G be an fppf group scheme acting trivially on X. Then
Čech descent along the cover X ↠ [X/G] ≃ X × BG yields a canonical
equivalence between Dqc(X × BG) and the ∞-category of quasi-coherent
OGX

-comodules, where GX = G ×X. Now suppose that G is diagonalizable,
so that OGX

≃ OX[M] is the group algebra of an abelian group M (= the
group of characters of G). In this case one can argue as in the proof of [Mou,
Prop. 4.2] to show that the ∞-category of quasi-coherent OGX

-comodules is
equivalent to the ∞-category

Fun(M, Dqc(X)) ≃ ∏
χ∈M

Dqc(X),

where M is regarded as a discrete set.

Given a quasi-coherent complex F ∈ Dqc(X × BG), write F (χ) for the
χ-eigenspace (χ ∈M), so that there are canonical isomorphisms

⊕
χ

F (χ) →F ,

F →∏
χ

F (χ).

Indeed, the equivalence F of Proposition 1.1 admits left and right adjoints
F L and F R, respectively, and these isomorphisms are the counit of (F L, F )
and unit of (F, F R), respectively.

Definition 1.2. The fixed part of F ∈ Dqc(X × BG) is its weight zero
eigenspace and its moving part is the direct sum of its nonzero weight
eigenspaces. We write

F fix ∶=F (0), F mov ∶= ⊕
χ≠0

F (χ).

1.2. Euler classes of vector bundles. We fix a split torus T over k. The
following can be regarded as a toy version of the localization theorem:

Proposition 1.3. Let X be a quasi-DM derived stack over S ∈ dStkk. Let
E be a locally free sheaf of rank r on X = X ×BT with no fixed part, i.e.,
E fix ≃ 0. Then we have:

(i) The Euler class e(E ) ∈ C●(X) is invertible in C●(X)loc.
(ii) Let π ∶ E =V(E ) → X be the projection of the total space and 0 ∶ X→ E

the zero section. Then
0∗ ∶ CBM

● (X/S)loc → CBM
● (E/S)loc
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is invertible, and we have canonical homotopies

(0∗)−1 ≃ 0!(−) ∩ e(E )−1 ∶ CBM
● (E/S)loc → CBM

● (X/S)loc,

π! ≃ 0∗(− ∩ e(E )−1) ∶ CBM
● (X/S)loc → CBM

● (E/S)loc.

We begin with some standard identities.

Lemma 1.4. Let X ∈ dStkk and π ∶ E = VX(E ) → X a vector bundle of
rank r. Denote by i ∶ Z → X the inclusion of the derived zero locus of any
section s ∶X → E. Then there is a canonical homotopy

i∗i
!(−) ≃ (−) ∩ e(E )

of maps CBM
● (X/X) → CBM

● (X/X)⟨r⟩.

Proof. Consider the homotopy cartesian square

Z X

X E.

i

i s

0

By the base change formula we have

i∗i
! ≃ s!0∗.

Recall that π! ∶ CBM
● (X) → CBM

● (E)⟨−r⟩ is an isomorphism with inverse 0!,
where r = rk(E). Since s! is also a left-sided inverse to π!, we deduce that
s! ≃ 0!, hence i∗i

! ≃ 0!0∗ ≃ (−) ∩ e(E ). □

Lemma 1.5. Let X ∈ dStkk. Let π ∶ E =VX(E ) →X be a vector bundle of
rank r with zero section 0 ∶ X → E. Then we have the following canonical
identities:

0∗0! ≃ (−) ∩ e(π∗(E )),
0∗ ≃ π!(− ∩ e(E ))

of maps CBM
● (E/X) → CBM

● (E/X)⟨r⟩ and CBM
● (X/X) → CBM

● (E/X), respec-
tively.

Proof. Let π′ ∶ E ×X E → E denote the second projection, regarded as a
vector bundle over E with zero section (0, id) ∶ E → E ×X E. Note that
0 ∶X → E may be regarded as the inclusion of the derived zero locus of the
diagonal section E → E ×X E. The first identity is then Lemma 1.4, and the
second is derived by applying π! on the right. □

Proof of Proposition 1.3. Recall that e(E ) ∈ C●(X) is canonically identified
with the image of the unit 1 ∈ C●(X) by the composite

CBM
● (X/X)

0∗Ð→ CBM
● (E/X)

0!
Ð→ CBM

● (X/X)⟨r⟩

under the isomorphism C●(X) ≃ CBM
● (X/X), see [Kha1, Cor. 3.16]. By

homotopy invariance, 0! ≃ (π!)−1 is an isomorphism. Since E fix ≃ 0, the
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concentration theorem implies that 0∗ is an isomorphism after localization
(see [AKLPR, Cor. 4.10]). It follows that e(E ) is invertible in C●T (X)loc.

Since e(E ) is invertible, Lemma 1.5 yields

π! ≃ 0∗(− ∩ e(E )−1).

Since π! is also invertible with inverse (π!)−1 ≃ 0!, it also yields

(0∗)−1 ≃ 0!(−) ∩ e(E )−1

as claimed. □

1.3. Homotopy invariance. To define Euler classes for 2-term complexes,
we will need the following generalized homotopy invariance property:

Theorem 1.6. Let X be a quasi-DM derived stack over S ∈ dStkk, regarded
with trivial T -action. Let E ∈DT,⩾−1

perf (X) be a T -equivariant perfect complex
whose fixed part E fix belongs to DT,⩾0

perf (X). Then the projection π ∶ E ∶=
VX(E ) →X is quasi-smooth and the Gysin pull-back induces an isomorphism

π! ∶ CBM
● (X/S)loc → CBM

● (E/S)loc

of C●(X)loc-modules.

Construction 1.7. In the situation of Theorem 1.6, we define the Gysin
pull-back map

0!
T ∶ CBM

● (E/S)loc → CBM
● (X/S)loc

as the inverse to π!.

Proof of Theorem 1.6. Using the localization triangle and stratifying X by
global quotient stacks, we may assume that X has the resolution property.

Note that π ∶ E →X factors through πmov ∶ Emov →X and E → Emov, which
is a torsor under the vector bundle stack πfix ∶ Efix → X. By homotopy
invariance for vector bundle stacks [Kha1, Prop. 2.20], we may therefore
replace E by E mov and assume that E has no fixed part.

Since X has the resolution property, we may argue as in the proof of [Kha1,
Prop. A.10] by induction on the Tor-amplitude of the perfect complex E to
reduce to the case where

E = Cofib(E −1 → E 0) ∈DT,[−1,0]
perf (X)

with E −1,E 0 ∈DT,[0,0]
perf (X). In this case we claim that

π!(−) = 0E,∗(−) ∩ π∗(e(E −1) ∩ e(E 0)−1). (1.i)

Recall that e(E 0) and e(E −1) are invertible by Proposition 1.3 and 0E,∗ is
invertible by [AKLPR, Cor. 4.10], so this will imply that π! is invertible.
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Let us prove (1.i). Note that the total space E =V(E ) fits in a homotopy
cartesian square

E E0

X E1,

s

π p

0E1

where E0 =V(E 0) and E1 =V(E −1). Recall the formulas
0E0,∗ = π!

E0(−) ∩ π∗E0e(E 0)
0E1,∗ = π!

E1(−) ∩ π∗E1e(E −1)
from Proposition 1.3. The second implies

s∗π
! = π!

E0(−) ∩ π∗E0e(E −1)
by applying p! on the left and using the base change formula p! ○ 0E1,∗ ≃
s∗ ○π!. Since s∗ is an isomorphism by concentration (see [AKLPR, Cor. 3.19,
Cor. 4.9]), (1.i) now follows from the above identities. □

1.4. Euler classes. We define the Euler class of a perfect complex whose
fixed part is a vector bundle.

Construction 1.8. Let X ∈ dStkk be a quasi-DM derived stack, regarded
with trivial T -action. Let E ∈ DT,⩾−1

perf (X) be a T -equivariant connective
perfect complex whose fixed part E fix belongs to DT,⩾0

perf (X). Let E =VX(E )
be the total space and let 0 ∶X → E denote the zero section. The Euler class

eT (E ) ∈ C●T (X)loc = C●(X)loc

is the image by the C●T (Spec(k))loc-linear map

CBM
● (X/X)loc

0∗Ð→ CBM
● (E/X)loc

0!
TÐ→ CBM

● (X/X)loc (1.ii)

of the unit 1 ∈ C●(X)loc, under the isomorphism C●(X)loc ≃ CBM
● (X/X)loc.

Proposition 1.9. Let X ∈ dStkk be a quasi-DM derived stack, regarded with
trivial T -action. Suppose given an exact triangle of T -equivariant connective
perfect complexes in DT,⩾−1

perf (X)

E ′ → E → E ′′

whose fixed parts belong to DT,⩾0
perf (X). Then there is a canonical homotopy

eT (E ) ≃ eT (E ′) ∪ eT (E ′′)
in C●T (X)loc.

Proof. Write E = VX(E ) and denote by π ∶ E → X and 0 ∶ X → E the
projection and zero section, and similarly for E′ and E′′. The given exact
triangle gives rise to a cartesian square

E′′ E

X E′.

i

π′′ p

0′
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It will suffice to exhibit a canonical homotopy of maps
0!

T 0∗(−) ≃ 0′!T 0′∗ ○ 0′′!T 0′′∗(−).
By definition of 0!

T it is enough to show that after applying π! on the left,
the right-hand side is homotopic to 0∗. This follows easily by combining
the identity π! ≃ p!π′!, the base change formula p!0′∗ ≃ i∗π

′′!, and the identity
i∗0′′∗ ≃ 0∗. □

Proposition 1.10. Let X ∈ dStkk be a quasi-DM derived stack, regarded
with trivial T -action. If E ∈DT,⩾−1

perf (X) has no fixed part, i.e., E fix ≃ 0, then
eT (E ) ∈ C●(X)loc is invertible.

Proof. This is equivalent to invertibility of the map (1.ii), so we may use
the localization triangle in Borel–Moore homology (and a stratification by
quotient stacks) to reduce to the case where X is classical and a quotient
stack. In particular, X admits the resolution property so we may represent
E as a bounded complex of finite rank locally free sheaves E i (each with
no fixed part). In that case eT (E ) is the cup product of e(E i)(−1)i by
Proposition 1.9. □

2. Gysin pull-backs

In this section we construct the Gysin map of Theorem C(i). See Construc-
tion 2.9 for the construction, Proposition 2.12 for the functoriality, and
Proposition 2.13 for the self-intersection formula. This will conclude the
proof of Theorem C.

2.1. Specialization to the normal bundle. Following [Kha1, §3], we will
construct virtual Gysin pull-backs using a construction called specialization
to the normal bundle. In [Kha1, Thm. 1.3], these were defined for quasi-
smooth morphisms using a derived version of deformation to the normal cone.
In order to define Gysin pull-backs for non-quasi-smooth morphisms, we will
require the more general deformation to the normal cone from [HKR].

Theorem 2.1. Let f ∶X → Y be a homotopically finitely presented morphism
in dStkk. Then there exists a commutative diagram of derived Artin stacks

X X ×A1 X ×Gm

NX/Y DX/Y Y ×Gm

Y Y ×A1 Y ×Gm

0

0 f̂ f×id

i j

0

where each square is homotopy cartesian.

Proof. See [HKR]; we sketch the proof here. One defines DX/Y as the derived
Weil restriction of X → Y along the inclusion 0 ∶ Y ↪ Y ×A1, or equivalently
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the derived mapping stack MapY ×A1(Y × {0}, X ×A1). It is easy to see
that this derived stack fits in the homotopy cartesian diagram above. The
nontrivial part is the algebraicity (i.e., that it is Artin). When X and Y are
1-Artin and the base k is of finite type over a field, then we can appeal to
[HLP, Thm. 5.1.1].12 In general, see [HKR]. □

Construction 2.2 (Specialization). Let S ∈ dStkk and f ∶ X → Y a ho-
motopically of finite presentation morphism in dStkS . Associated with the
closed/open decomposition

NX/Y
iÐ→DX/Y

j←Ð Y ×Gm.

we have the localization triangle

CBM
● (NX/Y /S

) i∗Ð→ CBM
● (DX/Y /S

) j!

Ð→ CBM
● (Y ×Gm/S),

whose boundary map

∂ ∶ CBM
● (Y ×Gm/S)[−1] → CBM

● (NX/Y /S
)

gives rise to the specialization map

spX/Y ∶ CBM
● (Y/S)

inclÐÐ→ CBM
● (Y/S) ⊕CBM

● (Y/S)(1)[1]

≃ CBM
● (Y ×Gm/S)[−1] ∂Ð→ CBM

● (NX/Y /S
),

where the splitting comes from the unit section 1 ∶ Y → Y ×Gm.

Recall that the localization triangle is compatible with proper push-forward
and quasi-smooth Gysin maps:

Lemma 2.3. Let S ∈ dStkk and suppose given a diagram

Z ′ X ′ U ′

Z X U

i′

fZ

j′

f fU

i j

of commutative squares in dStkS, where (i, j) and (i′, j′) are pairs of com-
plementary closed and open immersions.

(i) If f , fZ , and fU are proper, then there is a commutative diagram

CBM
● (Z ′/S) CBM

● (X ′/S) CBM
● (U ′/S)

CBM
● (Z/S) CBM

● (X/S) CBM
● (U/S).

i′∗

fZ,∗

j′!

f∗ fU,∗

i∗ j!

12This is more than enough for the applications of virtual localization we have in mind.
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(ii) If both squares are homotopy cartesian and f is quasi-smooth, then
there is a commutative diagram

CBM
● (Z/S) CBM

● (X/S) CBM
● (U/S)

CBM
● (Z ′/S) CBM

● (X ′/S) CBM
● (U ′/S).

i∗

f !
Z

j!

f ! f !
U

i′∗ j′!

Proof. The first statement is straightforward. For the second: the left-hand
square commutes by base change for quasi-smooth Gysin maps, and the right-
hand square commutes by functoriality of quasi-smooth Gysin maps. □

Using this we find that the specialization map commutes with proper push-
forward and quasi-smooth pull-backs:

Proposition 2.4. Let S ∈ dStkk and suppose given a commutative square ∆

X ′ Y ′

X Y.

f ′

p q

f

in dStkS.

(i) Suppose that the square is excessive, i.e., q is proper, the square
is cartesian on classical truncations, and the induced morphism
NX′/Y ′ → NX/Y ×X X ′ is a closed immersion. Then there is a canon-
ical homotopy

N∆,∗ ○ spX′/Y ′ ≃ spX/Y ○ q∗

of maps CBM
● (Y ′/S) → CBM

● (NX/Y /S
).

(ii) Suppose that q and the induced morphism N∆ ∶ NX′/Y ′ → NX/Y are
both quasi-smooth. (For example, suppose q is quasi-smooth and the
square ∆ is homotopy cartesian.) Then there is a canonical homotopy

N !
∆ ○ spX/Y ≃ spX′/Y ′ ○ q!

of maps CBM
● (Y/S) → CBM

● (NX′/Y ′/S)⟨−d⟩, where d is the relative
virtual dimension of q.

Proof. Consider the commutative diagram

NX′/Y ′ DX′/Y ′ Y ′ ×Gm

NX/Y DX/Y Y ×Gm

{0} A1 Gm.

N∆ D∆ q×id
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For (i), the assumption implies that D∆ ∶ DX′/Y ′ → DX/Y is proper (see
[HKR]). By construction of the specialization maps, it is enough to show the
following square commutes:

CBM
● (Y ′ ×Gm/S)[−1] CBM

● (NX′/Y ′/S)

CBM
● (Y ×Gm/S)[−1] CBM

● (NX/Y /S
)

∂

(q×id)∗ N∆,∗

∂

where the horizontal arrows are the boundary maps in the respective lo-
calization triangles. Thus the claim follows from the compatibility of the
localization triangle with proper direct image (Lemma 2.3(i)).

For (ii), the assumptions imply that D∆ is quasi-smooth. Indeed, this can
be checked fibrewise, and both upper squares in the diagram are homotopy
cartesian (since the lower squares and the left-hand and right-hand composite
rectangles all are). It is enough to show the following square commutes:

CBM
● (Y ×Gm/S)[−1] CBM

● (NX/Y /S
)

CBM
● (Y ′ ×Gm/S)[−1] CBM

● (NX′/Y ′/S).

∂

(q×id)! N !
∆

∂

This follows from Lemma 2.3(ii). □

Corollary 2.5. Let S ∈ dStkk and i ∶ Z →X a closed immersion in dStkS.
Denote by 0 ∶ Z → NZ/X the zero section of the derived normal bundle. Then
there is a canonical homotopy

spZ/X ○ i∗ ≃ 0∗
of maps CBM

● (Z/S) → CBM
● (NZ/X /S

).

Proof. Apply Proposition 2.4(i) to the self-intersection square

Z Z

Z X

i

i

and note that spZ/Z = id. □

2.2. Gysin pull-backs. We now return to the T -equivariant situation.

Definition 2.6. Let f ∶X → Y be a T -equivariant morphism in dStkk where
T acts trivially on X. We say that f is quasi-smooth in weight 0 if the
relative cotangent complex LX/Y lies in DT,⩾−2

perf (X) and has fixed part Lfix
X/Y

in DT,⩾−1
perf (X).

Remark 2.7. Let i ∶ Z → X be a T -equivariant closed immersion, where
T acts trivially on Z. If i is quasi-smooth in weight 0, then the conormal
complex NZ/X ∶= LZ/X[−1] lies in DT,⩾−1

perf (Z) with fixed part in DT,⩾0
perf (Z).
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Thus we can form the Euler class eT (NZ/X) ∈ C●T (Z)loc, and it is invertible
when Z is quasi-DM and NZ/X has no fixed part (Proposition 1.10).

Example 2.8. Let X ∈ dStkk be quasi-compact Deligne–Mumford with
T -action, and denote by Z =XhT the homotopy fixed point stack. Then the
canonical morphism ε ∶ Z →X is a closed immersion (Proposition A.23) and
NZ/X has no fixed part (Corollary A.31).

Construction 2.9. Let S ∈ dStkk and f ∶X → Y a T -equivariant morphism
in dStkS , where T acts trivially on X. Suppose that X is quasi-DM and f
is quasi-smooth in weight 0.

(i) The Gysin pull-back map

f !
T ∶ CBM

● (Y/S)loc → CBM
● (X/S)loc

is defined as follows. Consider the specialization map
spT

X/Y ∶ C
BM
● (Y/S)loc → CBM

● ([NX/Y /T ]/S)loc

for X→ Y (Construction 2.2). Then f !
T is the composite

CBM
● (Y/S)loc

spX/YÐÐÐ→ CBM
● ([NX/Y /T ]/S)loc

0!
TÐ→ CBM

● (X/S)loc,

where 0!
T is as in Construction 1.7.

(ii) The T -equivariant fundamental class of X → Y is

[X/Y ]T ∶= [X/Y] ∶= f !
T (1) ∈ CBM,T

● (X/Y )loc

where f !
T is the Gysin pull-back with S = [Y /T ] and 1 ∈ C●T (Y )loc.

Remark 2.10. If f is in fact quasi-smooth (not just in weight 0), then f !
T is

just the usual quasi-smooth Gysin pull-back f ! of [Kha1, §3] by construction.

2.3. Functoriality. Fix S ∈ dStkk.

Proposition 2.11. Suppose given a T -equivariant homotopy cartesian square

X ′ Y ′

X Y

f ′

p q

f

in dStkS, where T acts trivially on X and X ′, X and X ′ are quasi-DM, f
is quasi-smooth in weight 0, and q is quasi-smooth. Then the square

CBM
● (Y/S)loc CBM

● (X/S)loc

CBM
● (Y′/S)loc CBM

● (X′/S)loc

f !
T

q! p!

f ′!T

commutes, i.e., there is a canonical homotopy
p! ○ f !

T ≃ f ′!T ○ q!

of maps CBM
● (Y/S)loc → CBM

● (X′/S)loc.
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Proof. Consider the commutative diagram

CBM
● (Y/S)loc CBM

● (NX/Y/S
)loc CBM

● (X/S)loc

CBM
● (Y′/S)loc CBM

● (NX′/Y′/S)loc CBM
● (X′/S)loc

spX/Y

q!

π!

N !
p p!

spX′/Y′ π′!

where Np ∶ NX/Y → NX′/Y′ is the induced morphism, and π ∶ NX/Y → X,
π′ ∶ NX′/Y′ → X′ are the projections. The left-hand square commutes by
Proposition 2.4(ii) and the right-hand square commutes by functoriality of
quasi-smooth Gysin pull-backs [Kha1, Thm. 3.12]. The claim thus follows
by construction of the Gysin maps f !

T and f ′!T . □

Proposition 2.12. Let f ∶X → Y and g ∶ Y → Z be T -equivariant morphisms
in dStkS. Suppose that X is quasi-DM and has trivial T -action, f and g ○ f
are quasi-smooth in weight 0, and g is quasi-smooth. Then we have:

(i) There is a canonical identification

[X/Z]T ≃ [X/Y ]T ○ [Y /Z]T ∈ CBM,T
● (X/Z)loc.

(ii) There is a commutative square

CBM
● (Z/S)loc CBM

● (Y/S)loc

CBM
● (Z/S)loc CBM

● (X/S)loc

g!

f !
T

(g○f)!T

or in other words, a canonical homotopy

(g ○ f)!T ≃ f !
T ○ g!

of maps CBM
● (Z/S)loc → CBM

● (X/S)loc.

Proof. The first claim follows from the second by taking S = Z and evaluating
on 1 ∈ CBM

● (Z/Z). For the second, consider the following square:

CBM
● (Z/S)loc CBM

● (X/S)loc

CBM
● (Z/S)loc CBM

● (Y/S)loc CBM
● (X/S)loc

CBM
● (NY/Z/S

)loc CBM
● (Y/S)loc CBM

● (X/S)loc

CBM
● (NY/Z/S

)loc CBM
● (X/S)loc

(g○f)!T

g!

spY /Z

f !
T

0!
NY/Z f !

T

(0NY /Z ○f)
!
T

The middle left-hand square commutes by definition of the Gysin map g!,
and the middle right-hand square commutes tautologically. Therefore, to
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show that the upper rectangle commutes it is enough to show that the total
outer composite square commutes, i.e.,

(0NY /Z ○ f)!T ○ spT
Y /Z ≃ (g ○ f)!T , (2.i)

and that the lower rectangle commutes, i.e.,

(0NY /Z ○ f)!T ≃ f !
T ○ 0!

NY /Z . (2.ii)

Let us show (2.i). Consider the following diagram of T -equivariant derived
stacks over S:

X X ×A1 X

Y Y ×A1 Y

NY /Z DY /Z Z

Z Z ×A1 Z

0

f

1

f×id f

0

0NY /Z

1

ĝ g

u v

0 1

where each square is homotopy cartesian and DY /Z is the derived deformation
space (Theorem 2.1). Note that the morphism h = ĝ○(f×id) ∶X×A1 →DY /Z

is quasi-smooth in weight 0, since the conditions on Tor-amplitude can be
checked on the derived fibres. Thus we have the following diagram

CBM
● (Z/S)loc CBM

● (Z ×A1
/S)loc CBM

● (Z/S)loc

CBM
● (NY/Z/S

)loc CBM
● (DY/Z/S

)loc CBM
● (Z/S)loc

CBM
● (X/S)loc CBM

● (X ×A1
/S)loc CBM

● (X/S)loc.

0!

u!

1!

v!

(0NY /Z ○f)
!
T h!

T
(g○f)!T

0! 1!

The two upper squares commute by functoriality of quasi-smooth Gysin
maps, and the two lower squares commute by Proposition 2.11. Moreover,
by A1-homotopy invariance, the two upper and lower horizontal arrows 0!

and 1! are isomorphisms and 0! ≃ 1!. It follows that the left-hand and right-
hand vertical composites are identified. Since u! ≃ spY /Z (by construction of
quasi-smooth Gysin maps), this yields the desired homotopy (2.i).

Let us show (2.ii). By homotopy invariance for the vector bundle stack
π ∶ NY /Z → Y , it is enough to show the claim after applying π! on the right,
i.e.,

(0NY /Z ○ f)!T ○ π! ≃ f !
T .
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By definition, f !
T and (0NY /Z ○f)!T are the upper and lower composite arrows,

respectively, in the following diagram:

CBM
● (Y/S)loc CBM

● (NY/Z/S
)loc CBM

● (X/S)loc

CBM
● (NY/Z/S

)loc CBM
● (NX/Y ⊕NY/Z/S

)loc CBM
● (X/S)loc

spY/Z

π! q!

p!

spT
0NY /Z ○f r!

where p, q and r are the projections (so that p!, q!, r! are invertible). The
right-hand square commutes by functoriality of quasi-smooth Gysin maps
for the composition

r ∶ N0NY /Z ○f
≃ NX/Y ⊕NY /Z

qÐ→ NX/Y
pÐ→X,

and the left-hand square commutes by Proposition 2.4(ii) applied to the
square

X NY /Z

X Y,

0NY /Z ○f

π

f

where π and q ∶ NX/Y ⊕NY /Z → NX/Y are both smooth (the latter because
NY /Z → Y is smooth, as Y → Z is quasi-smooth). □

2.4. Self-intersection formula.

Proposition 2.13. Let S ∈ dStkk and i ∶ Z → X a T -equivariant closed
immersion in dStkS. Suppose that Z is quasi-DM with trivial T -action and
i is quasi-smooth in weight zero. Then we have an equality

i!
T ○ i∗ = e(NZ/X) ∩ (−)

of maps CBM
● (Z/S)loc → CBM

● (Z/S)loc.

Proof. We have

i!
T ○ i∗ = 0!

T ○ spZ/X ○ i∗ ≃ 0!
T ○ 0∗ = eT (NZ/X) ∩ (−),

where the first equality holds by definition of i!
T , the second holds by Corol-

lary 2.5, and the last holds by definition of eT (NZ/X). □

3. Virtual localization formula

In the previous two sections we proved our main technical result, Theorem C.
We now apply this to deduce Theorem D (hence in particular Theorem A and
Corollary B). The statement for schemes or algebraic spaces is Theorem 3.1
and the generalization to DM stacks is Theorem 3.2. The proofs will be
done in Subsects. 3.3 and 3.4, respectively, as special cases of a more general
statement (Theorem 3.3).
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3.1. Statements.

Theorem 3.1. Let X ∈ dStkk be a quasi-smooth derived algebraic space with
T -action. Let i ∶XhT →X denote the inclusion of the homotopy fixed point
space (see Definition A.14). Then there is a canonical homotopy

(i∗)−1 ≃ i!
T (−) ∩ eT (NXhT /X)−1

of maps CBM,T
● (X)loc → CBM,T

● (Z)loc, and a canonical homotopy
[X] ≃ i∗([XhT ] ∩ eT (NXhT /X)−1)

in CBM,T
● (X)loc.

Theorem 3.2. Let X ∈ dStkk be quasi-compact quasi-smooth Deligne–
Mumford with T -action. Let T ′ ↠ T be a reparametrization such that
the canonical morphism XhT ′ → XT is surjective (Corollary A.42) and let
i ∶XhT ′ →X be the canonical morphism (Definition A.14). Then there is a
canonical homotopy

(i∗)−1 ≃ i!
T (−) ∩ eT (NXhT ′/X)

−1

of maps CBM,T
● (X)loc → CBM,T

● (Z)loc, and a canonical homotopy

[X] ≃ i∗([XhT ′] ∩ eT (NXhT ′/X)
−1)

in CBM,T
● (X)loc.

3.2. The general formula. We will derive Theorems 3.1 and 3.2 from the
following more general statement, which gives a sufficient criterion for a given
T -invariant closed substack to satisfy virtual localization. Fix S ∈ dStkk.

Theorem 3.3. Let X ∈ dStkS and Z ⊆ X a T -invariant closed derived
substack which is quasi-DM with trivial T -action. Suppose that the conormal
sheaf NZ/X has no fixed part and for every geometric point of X ∖Z we have
StT

X(x) ⊊ Tk(x). If X is quasi-smooth over S, then

i∗ ∶ CBM
● (Z/S)loc → CBM

● (X/S)loc

is invertible and there is a canonical homotopy
(i∗)−1 ≃ i!

T (−) ∩ eT (NZ/X)−1

of maps CBM
● (X/S)loc → CBM

● (Z/S)loc, where i ∶ Z →X is the inclusion.

Proof. First note that the assumptions imply that Z is also quasi-smooth over
S (see Lemma A.33). The concentration theorem in the form of [AKLPR,
Cor. 3.7] implies that the push-forward map

i∗ ∶ CBM
● (Z/S)loc → CBM

● (X/S)loc

is an isomorphism. By the self-intersection formula (Proposition 2.13) we
have

i!
T (i∗(−)) ∩ eT (NZ/X)−1 ≃ (−) ∩ eT (NZ/X) ∩ eT (NZ/X)−1 ≃ (−).

Thus i!
T (−)∩eT (NZ/X)−1 is a left-sided inverse to i∗, hence also a right-sided

inverse. □
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Corollary 3.4. Let the notation be as in Theorem 3.3. Then we have a
canonical homotopy

[X/S] ≃ i∗([Z/S] ∩ eT (NZ/X)−1) (3.i)

in CBM
● (X/S)loc.

Proof. Let p ∶ X → S and q ∶ Z → S denote the projections. By Proposi-
tion 2.12, we have a canonical homotopy

i!
T [X/S] = i!

T ○ p!(1) ≃ q!
T (1) = [Z/S],

where q!
T = q! since q is quasi-smooth (see Remark 2.10). Thus the right

hand side of (3.i) is

i∗([Z/S] ∩ eT (NZ/X)−1) = i∗(i!
T ([X/S]) ∩ eT (NZ/X)−1)

= [X/S]
where the second equality is Theorem 3.3. □

3.3. Proof of Theorem 3.1. Recall that i ∶XhT →X is T -equivariant with
respect to the trivial action on XhT (Remark A.15). By Corollary A.31, the
conormal sheaf NXhT /X is the moving part of LX ∣XhT . Since the classical
truncation of XhT is identified with the fixed locus XT (Proposition A.21),
XhT contains all geometric points x of X with StT

X(x) = Tk(x). Thus we may
apply Theorem 3.3 and Corollary 3.4.

3.4. Proof of Theorem 3.2. For the Deligne–Mumford case, we will require
the following statement about invariance of Borel–Moore homology under
BG-torsors.

Theorem 3.5. Let S ∈ dStkk, X, Y ∈ dStkS, and G a finite group scheme13

of multiplicative type over X. Then for every BG-torsor (G-gerbe) f ∶ Y →X
over S, the direct image map

f∗ ∶ CBM
● (Y/S) → CBM

● (X/S)
is invertible.

Corollary 3.6. Let S ∈ dStkk, X ∈ dStkS, and G a finite group scheme of
multiplicative type over k. Then direct image along the proper morphism
X ×BG→X induces an isomorphism

CBM
● (X ×BG/S) → CBM

● (X/S).

Proof of Theorem 3.5. By étale descent for D we may assume that X is
affine, G is diagonalizable, and f is trivial, i.e. Y =X ×BG. Note that if G
is a product H ×H ′ (of group schemes over X), then by base change it is
enough to show the claim for G =H and G =H ′. Since G is diagonalizable it
is enough to treat G = µn,X , hence either G is finite étale over X or Gred ≃X.
In the latter case the claim follows from nilpotent invariance of CBM

● .

13i.e., a group stack which is finite schematic over X
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If G is finite étale over X, we may use étale descent again to reduce to
the case where G is finite discrete. Thus let G be a finite discrete group
scheme and let us show that f∗ ∶ CBM

● (BG/S) → CBM
● (X/S) is invertible. Let

s ∶ X ↠ BG denote the quotient map. Consider the simplicial diagram of
direct image maps

CBM
● (G●+1

/S )hG → CBM
● (G●/S)

where G●, resp. G●+1 is the Čech nerve of X ↠ BG, resp. G ↠ X. This
is an isomorphism in every degree by finite Galois codescent (since G acts
freely on G and its iterated fibre powers over S). By proper codescent14 ,
passing to the colimit gives rise to the isomorphism

s∗ ∶ CBM
● (X/S) ≃ CBM

● (X/S)hG → CBM
● (BG/S)

where the isomorphism on the left is because G acts trivially on X. Since
f∗s∗ ≃ id, it follows that f∗ is also invertible as claimed. □

Proof of Theorem 3.2. For any Y ∈ dStkk with T -action, it follows from
Theorem 3.5 that the morphism f ∶ [Y /T ′] → [Y /T ] induces an isomorphism

f∗ ∶ CBM,T ′
● (Y )loc → CBM,T

● (Y )loc,

since f is a BG-torsor for G = Ker(T ′ ↠ T ). As this isomorphism is
compatible with proper push-forwards, we find that

i∗ ∶ CBM,T
● (XhT ′)loc → CBM,T

● (X)loc

is identified with the same map on CBM,T ′
● (−)loc.

It will thus suffice to check the conditions of Theorem 3.3 for i ∶XhT ′ →X
(where the T in the statement is our T ′). By Proposition A.23, it is a closed
immersion. By Remark A.15, it is T ′-equivariant with respect to the trivial
action on XhT ′ . By construction of T ′ ↠ T , XhT ′ contains all geometric
points x of X with StT

X(x) = T ′k(x) (see Corollary A.42). We may thus apply
Theorem 3.3 and Corollary 3.4 to conclude. □

4. Simple wall-crossing formula

We prove a wall-crossing formula for simple Gm-wall crossings as in [KL,
§2.1, App. A], [CKL, §4], [Joy, Cor. 2.21]. In particular, we remove the
global resolution assumptions in op. cit. (and generalize to Deligne–Mumford
stacks over general base fields).

Let X be a derived Deligne–Mumford stack of finite type over k with T =Gm-
action and quotient X = [X/T ]. Let X+ and X− be open substacks of X
such that M± = [X±/T ] ⊆ X are Deligne–Mumford.

14This is the assertion that for S ∈ dStkk fixed, X ↦ CBM
● (X/S) satisfies codescent along

proper surjections. It can be proven as in [Kha2, Thm. 5.7], using finite étale descent (see
[CD, Thm. 14.3.4]) and topological invariance (see [EK, Cor. 2.1.9]) as ingredients.
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Definition 4.1. The master space associated to (X, M+, M−) is the quotient
stack

M = [X ×P1 ∖ (U− × {0} ∪U+ × {∞})/Gm]
where Gm acts diagonally on X × P1 and U− and U+ are the respective
complements of X+ and X− in X. Note that M is Deligne–Mumford and
that the T -action on X induces a T -action on M.

Theorem 4.2. Let Z = XhT ′ where T ′ ↠ T is a reparametrization as in
Corollary A.42. If X is quasi-smooth, then M+, M− and Z are quasi-smooth
and we have

[M+]vir − [M−]vir ≃ rest=0 (
[Z]vir

eT (NZ/X)
)

in CBM,T
● (MhT ′)loc ≃ CBM

● (MhT ′) ⊗C●(BT )loc.

Corollary 4.3. Suppose M+, M− and Z are moreover proper. Given α ∈
π0C●T (X)⟨d⟩, where X is of virtual dimension d + 1, let

α± ∈ π0C●T (M±)⟨d⟩

correspond to α∣X± ∈ C●T (X±)⟨d⟩ ≃ C●T (M±)⟨d⟩, where X± = M± ×X X ⊆ X.
Then we have

α+ ⋅ [M+]vir − α− ⋅ [M−]vir = rest=0 (α ⋅
[Z]vir

eT (NZ/X)
).

Here t ∈ π0C●(BT )⟨1⟩ ≃ π0C●(Spec(k))[t, t−1] is the first Chern class of the
tautological line bundle, and rest=0 denotes the residue of a Laurent series at
t = 0.

Proof of Theorem 4.2. There is a canonical morphism

Z∐M+∐M− →MhT ′ (4.i)

which is clearly bijective (on field-valued points). It is also formally étale, as
one can see immediately from Corollary A.31. Indeed, the relative cotangent
complexes over M are given by

LZ/M ≃ LZ/X ≃ LX ∣mov
Z [1],

LM+/M ≃ LM+/[X+×(P1∖{∞})/Gm] ≃ O(1)[1],
LM−/M ≃ LM−/[X−×(P1∖{0})/Gm] ≃ O(−1)[1],

LMhT ′/M ≃ LM∣mov
MhT ′ [1],

where (−)(i) indicates the weight of the Gm-action. As a radicial étale
surjection, (4.i) is an isomorphism. Now it follows from Theorem 3.2 that
we have

[M/T ]vir = [M+]
vir

−t
+ [M−]

vir

t
+ [Z]vir

eT (NZ/X)
.

The claim follows by applying rest=0. □
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Remark 4.4. Following Sect. B, one could also formulate the above result
using the language of perfect obstruction theories. In particular, one may
remove the global embeddability or global resolution hypotheses in [KL,
Thm. A.2] and [CKL, Thm. 4.2]. See also [Joy, Cor. 2.21, Rem. 2.20].

Remark 4.5. In particular, this proves the non-symmetric analogue of [KL,
Conj. 1.2].

Appendix A. Fixed loci of group actions on algebraic stacks

In this appendix we fix a scheme S and an fppf group algebraic space G over
S. All Artin stacks will be assumed to have separated diagonal.

For an Artin stack X over S with G-action, we will define a fixed locus
XG ⊆ X and study its properties. We will also introduce a homotopy
fixed point stack XhG, which usually is not a substack of X but has better
deformation-theoretic properties. In the case of torus actions, we will prove
a certain relation between the two constructions (Theorem A.41).

A.1. Stabilizers of group actions. Given an action of an algebraic group
G on an Artin stack X, we define the stabilizer of the action (“G-stabilizer”)
at any point x of X. When the stabilizer at x of X itself is trivial, this
coincides with the stabilizer of the quotient stack [X/G] at x.

Remark A.1. Let f ∶ X → Y be a morphism of Artin stacks over S. The
relative inertia stack IX/Y is a group Artin stack over X which fits into a
cartesian square

IX/Y IX/S

X IY /S ×Y X

of group stacks over X. The lower horizontal arrow is the base change of
the identity section e ∶ Y → IY /S . When f is representable, IX/Y → X is
an isomorphism, i.e., IX/S → IY /S ×Y X is a monomorphism of group stacks.
See e.g. [SP, Tag 050P].

Remark A.2. Let X be an Artin stack over S with G-action and denote
by X = [X/G] the quotient stack. Applying Remark A.1 to the morphisms
X ↠ X and X→ BG, we get the cartesian squares of group stacks over X

X IX/S X

X IX/S ×X X G×S X,

where IX/X ≃ X since X ↠ X is representable and the right-hand vertical
arrow is the identity section. For every S-scheme A and every A-valued point
x of X, this gives rise to an exact sequence of group algebraic spaces over A

1→ AutX(x) → AutX(x)
αAÐ→ GA (A.i)
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where GA ∶= G×S A denotes the fibre of G over x.

Definition A.3. Let X be an Artin stack over S with G-action. For any
scheme A and every A-valued point x of X, the G-stabilizer (or stabilizer of
the G-action) at x is an fppf sheaf of groups StG

X(x) defined as the cokernel
of the homomorphism AutX(x) ↪ AutX(x). Thus we have a short exact
sequence

1→ AutX(x) → AutX(x) → StG
X(x) → 1 (A.ii)

of sheaves of groups over A. Note that StG
X(x) can be regarded as a subgroup

of GA, since it is the image of αA ∶ AutX(x) → GA.

Remark A.4. For a field-valued point x ∶ Spec(k(x)) →X, the G-stabilizer
StG

X(x) is a group algebraic space. This follows from [SGA3, Exp. V,
Cor. 10.1.3], since in this case AutX(x) is flat over Spec(k(x)). Since X has
separated diagonal, StG

X(x) is moreover a group scheme by [SP, 0B8F].

Remark A.5. When X has trivial stabilizers (i.e., is an algebraic space), then
the G-stabilizer StG

X(x) at a point x is nothing else than the automorphism
group AutX(x) of the quotient stack X = [X/G].

Remark A.6. Let X be a derived Artin stack locally of finite type over k
with G-action. For any field-valued point x of X, the G-stabilizer of X at x
is defined to be the G-stabilizer of the classical truncation Xcl at x.

Remark A.7. Let X be an Artin stack over S with G-action. Let A be
an S-scheme and x an A-valued point of X. From the short exact sequence
(A.ii) we see that the induced morphism BAutX(x) → BAutX(x) is a StG

X(x)-
torsor, where X = [X/G]. Moreover, there is a commutative diagram

BAutX(x) X

BAutX(x) X

where the right-hand arrow is a G-torsor. In particular, we find that there is
a canonical StG

X(x)-action on the group algebraic space AutX(x), and the
canonical monomorphism

BAutX(x) ↪X

is equivariant with respect to the StG
X(x)-action on the source and G-action

on the target.

Notation A.8. We denote by a(x)∨ the dual Lie algebra of the group
algebraic space AutX(x) over A, i.e.,

a(x)∨ = e∗Ω1
AutX(x)/A

where e ∶ A → AutX(x) is the identity section. The StG
X(x)-action on

AutX(x) (Remark A.7) descends to a(x)∨.
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A.2. Fixed points.

Definition A.9. Let X be an Artin stack over S with G-action. The G-fixed
locus XG ⊆ X is the locus where the canonical homomorphism of group
algebraic spaces over X

IX ×
X/S

X → G×
S

X (A.iii)

is surjective15, where X = [X/G]. In other words, let A be an S-scheme and
x ∈ X(A) an A-point, and consider the homomorphism of group algebraic
spaces over A (A.i)

αA ∶ AutX(x) → GA

obtained by base changing (A.iii) along x ∶ A → X. Then x belongs to the
fixed locus XG if and only if αA admits a section after base change along
some fppf cover A′↠ A.

Remark A.10. For an A-point x of X, recall that the image of αA is the
G-stabilizer StG

X(x) at x (Definition A.3). Thus, the fixed locus XG is the
locus of points x where the inclusion StG

X(x) ⊆ GA is an equality.

Question A.11. Is the inclusion XG →X a closed immersion?

We will see that this holds for algebraic spaces (Proposition A.21). It also
“almost” holds for split torus actions on quasi-DM stacks:

Proposition A.12. Suppose G acts on a derived quasi-DM stack X locally
of finite type over k. If G has connected fibres over S, then the subset
∣XG∣ ⊆ ∣X ∣ is closed. In particular, there exists a reduced closed substack XG

red
of X such that ∣XG

red∣ = ∣XG∣.

Proof. The subset ∣XG∣ is the locus of points x ∈ ∣X ∣ for which StG
X(x) is

equal to Gk(x) = G×S Spec(k(x)). Since Gk(x) is connected (hence irre-
ducible, see [SGA3, Exp. VIA, Cor. 2.4.1]), this is equivalent to the condition
that dim(StG

X(x)) = dim(Gk(x)). Since X has finite stabilizers, the short-
exact sequence (A.ii) shows that dim(StG

X(x)) = dim(AutX(x)). Note that
AutX(x) is the fibre π−1(x) of the projection of the inertia stack π ∶ IX → X

of X = [X/G], so closedness of the locus where dim(AutX(x)) = dim(Gk(x))
follows from the upper semi-continuity of the function x↦ dim(π−1(x)) on
∣X∣ (see [Ryd], [SP, Tag 0DRQ]). □

Definition A.13. Let the notation be as in Proposition A.12. The Artin
stack XG

red is called the reduced G-fixed locus of X. If X is a derived quasi-DM
stack with G-action, then its reduced G-fixed locus is the reduced G-fixed
locus of Xcl (with the induced G-action).

A.3. Homotopy fixed points. For classical stacks, the following definition
is studied in [Rom2, Rom3, Rom5].

15i.e., an effective epimorphism of fppf sheaves
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Definition A.14. Let X be a derived Artin stack over S with G-action.
The homotopy fixed point stack of X is the stack of G-equivariant morphisms
S →X, i.e.,

XhG ∶=MapG
S (S, X),

where S is regarded with trivial G-action.

Remark A.15. For every derived stack A over S, we have by definition a
canonical isomorphism

MapsS(A, XhG) ≃MapsS(A, MapG
S (S, X)) ≃MapsG

S (A, X)
where A is regarded with trivial G-action. For example, the identity XhG →
XhG corresponds to a canonical G-equivariant S-morphism

ε ∶= εG
X ∶XhG →X,

where XhG is regarded with trivial G-action.

Remark A.16. Equivalently, XhG can be described as the Weil restriction
of [X/G] → BG along BG → S. In other words, it classifies sections of
[X/G] → BG and fits into the homotopy cartesian square

XhG MapS(BG, [X/G])

S MapS(BG, BG).idBG

Remark A.17. Yet another way to describe XhG is that it classifies group-
theoretic sections of the homomorphism of group algebraic spaces over X

IX ×
X

X → G×
S

X

where X = [X/G]. Indeed, there is a cartesian square

XhG GrpX(G×S X, IX ×X X)

X GrpX(G×S X, G×S X)

ε

id

where GrpX(−,−) denotes the sheaf of group homomorphisms over X. See
e.g. [Rom5, Lem. 4.1.2]. In terms of points, we see that for any S-scheme A
a lift of an A-point x of X along ε ∶XhG →X amounts to a group-theoretic
section of the homomorphism (A.i)

αA ∶ AutX(x) → GA

of group algebraic spaces over A. Comparing with Definition A.9, we find in
particular that ε ∶XhG →X factors through the fixed locus XG ⊆X.

Remark A.18. Informally speaking, we can think of a point of XhG as a
point x of X together with a collection of “fixings”, i.e., for every point g of
G an isomorphism g ⋅ x ≃ x, together with a homotopy coherent system of
compatibilities between them (with respect to the group operation).

For the next statement, we recall the notion of formal properness from [HLP].
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Remark A.19. The classifying stack BG is formally proper over S when
either (a) S is the spectrum of a field and G is reductive (see [HLP, Ex. 4.3.5]);
or (b) S is noetherian and G is linearly reductive (see Prop. 4.2.3 and
Thm. 4.2.1 in [HLP]).

Theorem A.20 (Halpern-Leistner–Preygel). Let X be a derived Artin stack
locally of finite type over S with G-action. Assume BG is formally proper
over S. If X is 1-Artin with affine stabilizers, then the derived stack XhG is
1-Artin with affine stabilizers.

Proof. Follows from [HLP, Thm. 5.1.1, Rmk. 5.1.3] in view of Remark A.16.
□

For G of multiplicative type (and X classical), a different proof of Theo-
rem A.20 was given in [Rom3, Thm. 1].

A.4. Properties. We record some generalities about the constructions XG

and XhG. Our main interest is in the properties of the canonical morphisms
XG ↪X and ε ∶XhG →X.

We begin by comparing XG with the classical truncation of XhG in the case of
algebraic spaces. This is probably well-known. We will see in Corollary A.30
below that when G is linearly reductive and X is smooth, we moreover have
XhG ≃XhG

cl .

Proposition A.21. Let X be an algebraic space over S with G-action. If G
has connected fibres, then there is a canonical isomorphism XG ≃ (XhG)cl
over X. Moreover, the morphisms XG → X and ε ∶ XhG → X are closed
immersions.

Proof. By [Rom4, Thm. A.1], (XhG)cl →X is a closed immersion, hence so
is ε ∶XhG →X (this property can be checked on classical truncations). Let
us show that the canonical morphism (Remark A.17)

XhG
cl →XhG →XG (A.iv)

is invertible. Since XG → X and (XhG)cl → X are both monomorphisms,
it will suffice to show that (A.iv) is surjective on A-valued points (for all
S-schemes A). But since X has trivial stabilizers, for every A-valued point
x ∶ A → X the canonical homomorphism Aut[X/G](x) → GA is surjective if
and only if it is invertible (see Remark A.5). In particular, if x belongs to
XG then AutX(x) → GA already admits a section over A. □

Let us now turn our attention to the morphism ε ∶XhG →X. In general, it
is not a closed immersion or even a monomorphism (Example A.25). We
begin with the following statement (we thank M. Romagny for providing the
idea for the proof).
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Proposition A.22. Suppose S is locally noetherian and G has smooth
and connected fibres over S. Let X be a derived quasi-DM stack with G-
action, which is locally of finite type over S. Then the canonical morphism
ε ∶XhG →X is essentially proper16.

Proof. Since ε is separated and locally of finite presentation [Rom3, Rom5],
it will suffice to show that for every discrete valuation ring R with fraction
field K and every commutative solid arrow diagram

Spec(K) XhG

Spec(R) X,

ε

there exists a dashed arrow making the total diagram commute. This amounts
to showing that for every R-point x of X and any group-theoretic section
σK of the morphism αK ∶ AutX(xK) → GK (A.i), there exists a section

σ ∶ G→ AutX(x)
of αR ∶ AutX(x) → GR which lifts σK .

Since X has finite stabilizers, αR is quasi-finite (since its kernel AutX(x) is
quasi-finite). Since αR is affine (as a morphism between affine schemes, by
[Ray, IX, Lem. 2.2]), the section σK is a closed immersion. Let Γ ⊆ AutX(x)
denote the schematic closure of σK(GK) ⊆ AutX(xK) in AutX(x). This
is a closed subgroup of AutX(x) (see [Rom1, §4.1]). We claim that the
homomorphism of group R-schemes

Γ ⊆ AutX(x) → GR (A.v)

is invertible. Since it is quasi-finite, separated and birational (because over K
it is the isomorphism ΓK ⊆ AutX(xK) → GK) with normal target, Zariski’s
main theorem implies that (A.v) is an open immersion.

Let m ⊆ R denote the maximal ideal. The base change αR/m has finite kernel,
hence is finite. Thus (A.v) base changes to a finite open immersion (i.e.,
an inclusion of connected components) over R/m. Since GR/m is irreducible
and ΓR/m is nonempty, this shows that (A.v) is bijective over R/m. Since
it is also an isomorphism over the fraction field K, it follows that (A.v) is
invertible as claimed.

We now obtain the desired section σ by taking the composite

σ ∶ GR
∼←Ð Γ ⊆ AutX(x)

which is a group homomorphism by construction. □

For torus actions on Deligne–Mumford stacks, we see that ε is a closed
immersion:

16I.e., it is locally of finite type and satisfies the valuative criterion for properness. Thus
essentially proper + quasi-compact ⇒ proper. See [EGA, IV4, Rem. 18.10.20].
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Proposition A.23. Assume that G = T is a torus and S is locally noetherian.
Let X be a derived Deligne–Mumford stack with T -action, quasi-separated
and locally of finite type over S with separated diagonal. Then the canonical
morphism ε ∶XhT →X is a closed immersion.

Proof. We may assume that X is classical. By Proposition A.22, it is enough
to show that ε is a locally closed immersion. For this we may argue as in the
proof of [AHR, Thm. 5.16]17 to reduce to the case where S is the spectrum
of an algebraically closed field and X is affine (note that the first statement
of [AHR, Prop 5.20] only uses connectedness of the group). Then the claim
follows from Proposition A.21. □

Remark A.24. If G is of multiplicative type and X is 1-Artin with affine
and finitely presented diagonal, then ε ∶XhG →X is representable, separated
and locally of finite presentation (see [Rom3, Thm. 1]). This is generalized
further in [Rom5].

Example A.25 (Romagny). If G acts on a quasi-DM stack X, the canonical
morphism ε ∶XhG →X is not generally a monomorphism or even unramified.
The following example appears as [Rom5, Ex. 4.1.5], where it is shown that
ε is not a monomorphism. Here we show that in the same example, ε is not
even unramified.

Let S be the spectrum of an algebraically closed field k of characteristic
p > 0 and let G = T be the rank one torus Gm,k. Let αp denote the group
k-scheme fitting in the short-exact sequence

0→ αp →Ga,k
FÐ→Ga,k → 0

where F sends x ↦ xp. The latter is Gm-equivariant with respect to the
scaling action with weight 1 on the source and weight p on the target, so
αp inherits a Gm-action by scaling. This gives rise to a Gm-action on the
classifying stack X = Bαp, and we claim that the morphism ε ∶XhGm →X
is ramified.

By Corollary A.32 it will suffice to show that the dual Lie algebra a(x)∨
of AutX(x) has nonzero moving part, where x ∶ Spec(k) ↠ X = Bαp is the
quotient morphism. But AutX(x) = αp and a(x)∨ is the Lie algebra of αp,
which is H0 of the cotangent complex of αp (restricted along the identity
section), which since dF = 0 we compute (Gm-equivariantly) as

O(−1) ⊕O(−p)[1]

where O(i) is the structure sheaf with weight i scaling action.

A.5. Deformation theory of homotopy fixed points. All cotangent
complexes are relative to the base S unless specified otherwise.

17Note that loc. cit. claims to show that ε is a closed immersion, but in fact the
argument only shows it is locally closed due to the use of their generalized Sumihiro
theorem. We thank A. Kresch for pointing this out to us.



34 D. ARANHA, A. A. KHAN, A. LATYNTSEV, H. PARK, AND C. RAVI

Remark A.26. When BG is formally proper over S (see Remark A.19), the
functor f∗ ∶Dqc(S) →Dqc(BG) of inverse image along f ∶ BG → S admits
a left adjoint

f+ ∶Dqc(BG) →Dqc(S),
see [HLP, Prop. 5.1.6] which is computed by f+(F ) = f∗(F∨)∨ on perfect
complexes F . The same holds for any base change of f . Under the identifica-
tion Dqc(BG) ≃DG

qc(S), f∗ and f+ are the functors of (derived) G-invariants
and coinvariants, respectively.

Corollary A.27. Suppose that BG is formally proper over S. Then the
cotangent complex of XhG is given by

LXhG ≃ f̄+e
∗(L[X/G]/BG)

where e ∶XhG ×BG ≃ [XhG/G] → [X/G] is the quotient of ε ∶XhG →X and
f̄ ∶XhG ×S BG→XhG is the projection.

Proof. This is the formula for the cotangent complex of a Weil restriction
given in [Lur2, Prop. 19.1.4.3], which generalizes to our formally proper
situation as in [HLP, Prop. 5.1.10]. □

In other words, Corollary A.27 states that LXhG is given by the (derived) G-
coinvariants of the pull-back to XhG of the cotangent complex LX (regarded
with its canonical G-action). Dually, the tangent complex is given by the
(derived) G-invariants (= G-fixed part) of the pull-back to XhG of the tangent
complex TX . In the linearly reductive case, we do not need to distinguish
between invariants and coinvariants.

Lemma A.28. Suppose G is linearly reductive. Let X be a locally noetherian
Artin stack over S and write f ∶X ×S BG→X for the projection. Then there
is a canonical isomorphism

f∗(F ) → f+(F )
for every quasi-coherent complex F ∈Dqc(X ×S BG).

Proof. We will show that the canonical morphism

f∗f∗(F )
counitÐÐÐ→F

unitÐÐ→ f∗f+(F )
is invertible; the claimed isomorphism will then follow by applying ∗-inverse
image along the quotient morphism S ↠ BG. We may simplify notation by
replacing G by its base change G×S X. Since all functors involved commute
with ∗-inverse image (f∗ satisfies base change because f is universally of
finite cohomological dimension, and f+ satisfies base change by adjunction,
see e.g. [HLP, Lem. 5.1.8]), we may use fpqc descent to reduce to the case
where X is a noetherian scheme. Since ∗-inverse image to residue fields is
jointly conservative (by noetherianness), we may then further assume that X
is the spectrum of a field k. Since G is linearly reductive (and embeddable),
BG is perfect (see e.g. [Kha2, Thm. 1.42]) so we may assume that F is a
perfect complex (again, f∗ preserves colimits because f is universally of finite
cohomological dimension). Note that f∗ is t-exact (since f is flat), f∗ is
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t-exact (since G is linearly reductive), and f+ is t-exact on perfect complexes
(since f+(−) ≃ f∗(−∨)∨). Thus we may also reduce to the case where F
is a (discrete) coherent sheaf. In other words, we are reduced to showing
that for every finite-dimensional vector space V over k with G-action, the
canonical morphism V G ⊆ V ↠ VG (from G-invariants to G-coinvariants)
is invertible, which is well-known (for example, this follows easily from the
characterization of linear reductivity in [Alp, Prop. 12.6(vi)]). □

Definition A.29. Suppose G is linearly reductive. Let X be a locally
noetherian Artin stack over S (with trivial G-action). Given a quasi-coherent
sheaf F ∈ Dqc(X ×S BG) ≃ DG

qc(X), the fixed part of F is defined as
F fix ∶= f∗f∗(F ) and the moving part of F is the cofibre of the canonical
morphism F fix →F . By Lemma A.28 the latter admits a (natural) retraction
F → f∗f+(F ) ≃ f∗f∗(F ) =F fix. Thus the exact triangle

F fix →F →F mov

is split, i.e., there are canonical isomorphisms F ≃ F fix ⊕F mov, natural
in F . (These definitions are compatible with Definition 1.2 in case G is
diagonalizable.)
Corollary A.30. Suppose G is linearly reductive. Let X be a locally noe-
therian Artin stack over S with G-action. There is a canonical isomorphism

LXhG ≃ (ε∗LX)fix

in Dperf(XhG). In particular, if LX is perfect of Tor-amplitude ⩽ n, then so
is LXhG; if X is smooth (resp. quasi-smooth) over S, then so is XhG.

Proof. Since G is linearly reductive, the functor of derived G-invariants is
t-exact. Thus the claim follows from Corollary A.27. □

Corollary A.31. Suppose G is linearly reductive. Let X be a locally noe-
therian Artin stack over S with G-action. There is a canonical identification
of exact triangles in DG

qc(XhG) ≃Dqc(XhG ×S BG)

ε∗LX LXhG LXhG/X

ε∗LX (ε∗LX)fix (ε∗LX)mov[1].

Corollary A.32. Suppose G is linearly reductive. Let X be a locally noe-
therian Artin stack over S with G-action. Then the morphism ε ∶XhG →X
is formally unramified if and only if, for every geometric point x of XhG, the
dual Lie algebra a(x)∨ of AutX(x) has vanishing moving part (with respect
to the G-action defined in Notation A.818).

Proof. Recall that formal unramifiedness is the condition that H0(LXhG/X) =
Ω1

XhG
cl /Xcl

vanishes. We may therefore replace X by its classical truncation. By

18By abuse of notation, we identify x with its image ε(x) in X. Since the latter belongs
to the fixed locus XG (Remark A.17), the StG

X(x)-action defined in Notation A.8 is a
G-action.
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Remark A.7, the canonical monomorphism BAutX(x) ↪X is G-equivariant.
The relative cotangent complex of the latter vanishes, so that there is a
canonical isomorphism

x∗LX ≃ x∗LBAutX(x)
≃ a(x)∨[−1]

in DG
qc(Spec(k(x))) (where x also denotes the morphism Spec(k(x)) →

BAutX(x) by abuse of notation). By Corollary A.31 we get a canonical
isomorphism

x∗LXhG/X ≃ x∗(LX)mov[1] ≃ (a(x)∨)mov,

whence the claim. □

Note that Corollary A.30 can be generalized as follows:

Lemma A.33. Suppose G is linearly reductive. Let X be a locally noetherian
Artin stack over S with G-action. Let i ∶ Z → X be a G-equivariant finite
unramified morphism such that:

(i) The G-action on Z is trivial.

(ii) The conormal sheaf NZ/X ∈ DG
qc(Z) ≃ Dqc(Z × BG) has no G-fixed

part.

Then the canonical morphism i∗LX → LZ in DG
qc(Z) ≃Dqc(Z ×BG) induces

an isomorphism LZ ≃ (LZ)fix ≃ (i∗LX)fix. In particular, if X is smooth (resp.
quasi-smooth) then so is Z.

Proof. The first isomorphism is because LZ has no moving part by (i), and
the second is because the cofibre LZ/X has no fixed part by (ii). □

A.6. Reparametrized homotopy fixed points for torus actions.

Remark A.34. Let ρ ∶ G′↠ G be a surjective homomorphism between group
schemes over S. Given an S-scheme A and an S-morphism x ∶ A → XhG′ ,
consider the commutative square

Aut[X/G′](x) G′A

Aut[X/G](x) GA

ρ (A.vi)

of group schemes over A.

(i) Note that the square is cartesian. Indeed, the induced map on kernels
of the horizontal maps may be identified with the identity of AutX(x).

(ii) Since the upper horizontal and right-hand vertical arrows are surjective,
the same holds for the lower arrow. This shows that x factors through
the fixed locus XG. Allowing x to vary, we see that the canonical
morphism εG′

X ∶XhG′ →X factors through

XhG′ →XG. (A.vii)
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Definition A.35. Let T be a split torus over S. A reparametrization of
T is an isogeny ρ ∶ T ′ ↠ T where T ′ is a split torus. A morphism of
reparametrizations T ′′ → T ′ is a morphism over T .

Remark A.36. Note that the category of reparametrizations of T is fil-
tered. Indeed, say T is of rank r. Reparametrizations T ′ ↠ T are in
bijection with diagonal (r × r)-matrices (d1, . . . , dr), di ∈ Z ∖ {0}. Given two
reparametrizations T ′↠ T and T ′′↠ T , corresponding to tuples (d′1, . . . , d′r)
and (d′′1 , . . . , d′′r ), there is a morphism T ′′ → T ′ if and only if each d′′i divides
d′i. Thus the category is equivalent to a poset.

Definition A.37. Let G = T be a split torus over S. Let X be an Artin
stack over S with T -action. The reparametrized homotopy fixed point stack
XrhT →X is defined as the filtered colimit

XrhT ∶= limÐ→
ρ

XhT ′

over all reparametrizations ρ ∶ T ′ ↠ T . The morphisms εT ′
X ∶ XhT ′ → X

induce a canonical morphism εrT
X ∶XrhT →X, T -equivariant with respect to

the trivial action on XrhT .

Proposition A.38. Let G = T be a split torus of rank r over S acting on a
quasi-separated Deligne–Mumford stack X locally of finite presentation over
S.

(i) For any reparametrization T ′↠ T , the induced map

XhT →XhT ′ (A.viii)
is an open and closed immersion.

(ii) There is a canonical decomposition

XrhT = ⊔
ρ

XrhT
ρ

over reparametrizations ρ ∶ T ′ ↠ T , where XrhT
ρ is the open and

closed substack
XrhT

ρ =XhT ′ ∖ ⋃
ρ′∶T ′′↠T

XrhT ′′

where ρ′ varies over reparametrizations that factor ρ via some non-
identical reparametrization T ′↠ T ′′.

(iii) If X is quasi-compact, then XrhT is quasi-compact. In particular, we
have XrhT =XhT ′ for some reparametrization ρ ∶ T ′↠ T .

Proof. (i): For any reparametrization T ′↠ T , the induced map

XhT →XhT ′

is formally étale, since the relative cotangent complex vanishes by Corol-
lary A.31. Moreover, (A.viii) is locally of finite presentation, hence étale,
at least if X has affine and finitely presented diagonal, see [Rom3]. If X is
quasi-separated, Deligne–Mumford and locally of finite presentation over S,
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then (A.viii) is also a closed immersion (Proposition A.23). Thus in that
case it is an open and closed immersion.

(ii): follows from (i).

(iii): Suppose X is quasi-compact. The closed substacks XhT ′ stabilize as
ρ ∶ T ′↠ T varies among reparametrizations. Indeed, recall that each XhT ′

is a closed substack of X (Proposition A.23) and the colimit limÐ→ρ
XhT ′ over

reparametrizations ρ ∶ T ′ ↠ T is also closed in X by Theorem A.41 and
Proposition A.12. In particular, it is quasi-compact because X is quasi-
compact. □

Remark A.39. We have the following more explicit description of the open
and closed substack XrhT

ρ , for a given reparametrization ρ ∶ T ′ ↠ T . Let
x be a geometric point of XrhT . Then we have x ∈ XrhT

ρ if and only if ρ

is identified with the reparametrization αA ∶ AutX(x)0red → TA, where the
source is the reduced identity component of AutX(x). Indeed, the group-
theoretic section of Aut[X/T ′](x) → T ′ gives rise to a group homomorphism
T ′ → Aut[X/T ](x) from a reduced and connected algebraic group, which thus
factors through Aut[X/T ](x)0red.

Remark A.40. For T a rank one torus over a field acting on a Deligne–
Mumford stack, the reparametrized homotopy fixed stack XrhT is used as the
definition of T -fixed locus in [AHR, Def. 5.25] (see also [Kre, Prop. 5.3.4]).

A.7. Fixed vs. reparametrized homotopy fixed. In this subsection
our goal is to compare the fixed locus XG with the homotopy fixed point
stack XhG. The two constructions are typically different, as ε ∶ XhG → X
may not be a monomorphism (Example A.25). But even if we just consider
the set-theoretic image of XhG in ∣X ∣, it will typically not coincide with
∣XG∣. In the case where G = T is a torus, we can somewhat bridge the gap
by replacing XhT by its reparametrized version XrhT . In this case, we will
prove:

Theorem A.41. Suppose G = T is a split torus acting on a 1-Artin stack X
over S with affine stabilizers. Then the morphisms (A.vii) induce a canonical
surjection

XrhT ↠XT

over X.

Proof. As ρ ∶ T ′↠ T varies, the canonical morphisms XhT ′ →XT (A.vii) are
compatible by construction. Thus there is a canonical morphism

XrhT →XT .

For surjectivity, let x be a geometric point of XT . Then we have the canonical
surjection Aut[X/T ](x) ↠ Tk(x) (A.ii). By [Bor, Cor. 1 of Prop. 11.14], there
exists a (split) subtorus of Aut[X/T ](x) on which this restricts to an isogeny.
By [SGA3, Exp. VIII, Cor. 1.6], we may lift this to an isogeny ρ ∶ T ′ → T
over S.
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Using the cartesian square (A.vi) (taking now A = Spec(k(x))), we see
that in order to lift x to XhT ′ it is enough to show that Aut[X/T ](x) →
Tk(x) becomes surjective after base change along ρ. But ρ factors through
Aut[X/T ](x) → Tk(x) by construction, so this is clear. □

Corollary A.42. Suppose G = T is a split torus acting on a quasi-compact 1-
Artin stack X over S with affine stabilizers. Then there exists a reparametriza-
tion ρ ∶ T ′↠ T such that the morphism (A.vii) induces a surjection

XhT ′
red ↠XT

red

of reduced 1-Artin stacks (where the target is the reduced T -fixed locus, see
Definition A.13). In particular, the set-theoretic image of ε ∶ XhT ′ → X
coincides with ∣XT ∣ ⊆ ∣X ∣.

A.8. Edidin–Rydh fixed vs. reparametrized homotopy fixed.

Definition A.43. Let G = T be a split torus of rank r over S acting on a
quasi-DM stack X over S. We define XsT as the stack over X whose A-valued
points, for an X-scheme x ∶ A → X, are closed subgroups of Aut[X/T ](x)
which are affine and smooth over A with connected fibres of dimension r.

Remark A.44. The definition of XsT is a variant of the construction in [ER,
Prop. C.5] of, for a 1-Artin stack X, a stack Xmax → X that can be thought
of as the locus of points with maximal-dimensional stabilizer. Whenever
XsT ≠ ∅, then we have

XsT = Xmax ×
X

X

where X = [X/T ].

In this subsection we will prove:

Theorem A.45. Let G = T be a split torus over S. Let X be a tame Deligne–
Mumford stack which is quasi-separated and locally of finite presentation over
S with T -action. Then there is a canonical isomorphism

XrhT ≃XsT

over X.

Since XrhT is a closed substack of X (see Proposition A.38), Theorem A.45
shows that XsT is also a closed substack of X and in particular is Deligne–
Mumford. When X is noetherian and [X/T ] admits a good moduli space
in the sense of [Alp], this follows from [ER, Prop. C.5]. We begin with the
following generalization to our situation:

Theorem A.46. Let X be a 1-Artin stack over S with finite diagonal and
tame stabilizers and T -action. Then the morphism XsT → X is a closed
immersion. In particular, XsT is 1-Artin with finite diagonal.

Proof. Note that XsT is stable under base change by étale representable
T -equivariant morphisms p ∶ Y →X, i.e., the induced morphism

Y sT →XsT ×
X

Y
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is an isomorphism. Equivalently, let us show that for every Y -scheme
y ∶ A→ Y the map of sets

Y sT (A) →XsT ×
X

Y (A) (A.ix)

is bijective. Since p is étale and representable, the morphism IY → IX ×X Y

(where Y = [Y /T ]) is an open immersion, so in particular AutY(y) →
AutX(p(y))×X Y is an open immersion. This shows that (A.ix) is injective, so
it remains to show surjectivity. Let H be a closed subgroup of AutX(x)×X Y

which is smooth and affine over A with connected r-dimensional fibres. We
claim that the open immersion of group schemes over A

H ×
AutX(x)×X Y

AutY(y) →H

is invertible (and hence H lifts to a closed subgroup of AutY(y) as desired).
This can be checked over points of A, so we may assume that A is a field.
Now by [SP, Tag 047T], this morphism is also a closed immersion, hence an
inclusion of connected components. But H is connected, so we are done.

Since X has finite tame (hence linearly reductive) stabilizers, it follows
from the short exact sequence (A.ii) that X = [X/T ] has linearly reductive
stabilizers. Therefore we may apply the local structure theorem of [AHHR,
Thm. 1.11] to find for every point x of X an affine étale neighbourhood
Y→ X of x where Y is a quotient [V /GLn] with V affine. By base change this
gives a T -equivariant affine étale neighbourhood Y →X. Since the question
is étale-local on X and because XsT is stable under the base change Y →X,
we may therefore replace X by Y , so that the quotient X = [X/T ] is now a
global quotient of an affine scheme by GLn. In this case, either XsT = ∅ or
the claim follows by combining Remark A.44 and [ER, Prop. C.5]. □

Proof of Theorem A.45. Recall that XrhT and XsT are closed substacks of
X (see Proposition A.38 and Theorem A.46). Let us first show that there is
an inclusion XsT ⊆XrhT . Let x ∶ A→X be an A-valued point, where A is an
S-scheme, and let G ⊆ AutX(x) be a closed subgroup which is smooth affine
over A with r-dimensional connected fibres. The composite homomorphism

G↪ AutX(x)
αAÐ→ TA

is surjective over geometric points of A, since G has r-dimensional fibres and
the kernel is contained in AutX(x) which is quasi-finite. It follows that the
geometric fibres of G are tori of rank r (for every geometric point a of A,
by [Bor, Cor. 1 of Prop. 11.14] the homomorphism Ga → Ta restricts to a
finite surjection on a maximal subtorus H, but then H = Ga because they
are smooth and connected of the same dimension).

Since G is smooth and affine with geometric fibres of constant reductive rank,
it follows from [SGA3, Exp. XII, Thm. 1.7(b)] that it admits a maximal
subtorus H ⊆ G in the sense of [SGA3, Exp. XII, Def. 1.3]. But then H = G
since we have Ha = Ga for every geometric point a of A and G and H
are flat over A. In particular G is a torus, which we may assume is split,
since this holds étale-locally on A by [Con, B.3.4] (and XsT and XrhT are
subsheaves of the étale sheaf X). Now T ′ ∶= G→ TA is a reparametrization.
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Using the cartesian square (A.vi), we get a group-theoretic section of the
homomorphism Aut[X/T ′](x) → T ′A, whence the desired lift of x ∶ A → XsT

to XrhT .

It remains to show that the inclusion XsT ⊆XrhT is an effective epimorphism.
Take a scheme A and an A-valued point x ∶ A → XrhT which belongs to
the open and closed substack XrhT

ρ for some reparametrization ρ ∶ T ′↠ T
(Proposition A.38). This point corresponds to a group-theoretic section s of
αA ∶ Aut[X/T ′](x) → T ′A. This is a closed immersion since αA is separated (as
a morphism between quasi-affine schemes). We will show that the composite
homomorphism

s′ ∶ T ′A
sÐ→ Aut[X/T ′](x) → Aut[X/T ](x)

is a closed immersion, and hence defines an A-point of XsT . Since the
second morphism is finite, the composite s′ is proper, so it is enough to
show that it is a monomorphism. This can be checked over geometric points
a of A. The base change s′a yields a reparametrization T ′a ↠ Ta which by
Remark A.39 is isomorphic to the reparametrization Aut[X/T ](xa)0red↠ Ta.
Then T ′a → Aut[X/T ](xa)0red, as a morphism between abstractly isomorphic
reparametrizations of Ta, must itself be an isomorphism (by Remark A.36).
In particular, s′a is a closed immersion. □

Appendix B. Perfect obstruction theories

For convenience of use in applications, we describe some analogous results in
the language of [BF, AP]. We first recall the notion of perfect obstruction
theory in the setting of Artin stacks. We stick to 1-Artin stacks for simplicity,
and we assume that the six functor formalism D satisfies étale descent (e.g.
it is the ∞-category of Betti sheaves, étale sheaves, or rational motives).
Definition B.1. Let f ∶ X → Y be a morphism of 1-Artin stacks in Stkk,
and let ϕ ∶ E → L≥−1

X/Y
∈ Dcoh(X). We say that ϕ is an obstruction theory

for f if hi(ϕ) are isomorphisms for all i ≥ 0 and h−1(ϕ) is surjective. We
say that ϕ is a perfect obstruction theory if it is an obstruction theory and
E ∈Dperf(X)≥−1.

We now introduce an analog of the notion of quasi-smooth in weight zero.
Definition B.2. Let T act on 1-Artin stacks X, Y ∈ Stkk and let f ∶X → Y
be a T -equivariant morphism. Assume that the T -action on X is trivial. We
say that a morphism ϕ ∶ E → L≥−1

X/Y
in Dcoh([X/T ]) is a T -equivariant good

obstruction theory for f ∶X → Y if

(i) ϕ is an obstruction theory, and

(ii) E fix ∈D≥−1
perf(X ×BT ) and E mov ∈D≥−2

perf(X ×BT ).

The construction of T -equivariant Gysin pull-back in Construction 2.9 for
quasi-smooth in weight zero morphisms can be generalized to T -equivariant
good obstruction theories.
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Construction B.3. Let T act on 1-Artin stacks S ∈ Stkk and X, Y ∈ StkS .
Let f ∶ X → Y be a T -equivariant morphism over S. Assume that X is
quasi-DM and the T -action on X is trivial. Let ϕ ∶ E → L≥−1

X/Y
be a T -

equivariant good obstruction theory for f ∶X → Y . Then we have a closed
immersion i ∶ CX/Y ↪ Nvir

X/Y ∶= V(E [−1]) by [AP, Prop. 8.2(2)]. We define
the T -equivariant virtual pullback

f !
T ∶ CBM,T

● (Y/S)loc → CBM,T
● (X/S)loc

as the composite

CBM,T
● (Y/S)loc

spX/YÐÐÐ→ CBM,T
● ((CX/Y )/S)loc

i∗Ð→ CBM,T
● ((Nvir

X/Y )/S)loc ≃ CBM,T
● (X/S)loc,

where the specialization map spX/Y is constructed from the deformation
space M○

X/Y in [AP, Thm. 7.2] and the isomorphism is Theorem 1.6.

The T -equivariant virtual pull-back commutes with proper push-forwards
and ordinary virtual pull-backs.

Proposition B.4. Let S ∈ StkS be 1-Artin and suppose given a cartesian
square

X ′ Y ′

X Y

f ′

p q

f

of T -equivariant morphisms of 1-Artin stacks in StkS. Assume that X
and X ′ are quasi-DM and the T -actions on X and X ′ are trivial. Let
ϕ ∶ E → L≥−1

X/Y
be a T -equivariant good obstruction theory for f . Then the

composite E ∣X′ → L≥−1
X/Y
∣X′ → L≥−1

X′/Y ′ is also a T -equivariant good obstruction
theory for f ′.

(i) If q is proper, then there is a canonical homotopy

f !
T ○ q∗ ≃ p∗ ○ f ′!T ∶ CBM,T

● (Y ′/S)loc → CBM,T
● (X/S)loc.

(ii) If q is equipped with a perfect obstruction theory, then there is a
canonical homotopy

q! ○ f !
T ≃ f ′!T ○ q! ∶ CBM,T

● (Y/S)loc → CBM,T
● (X ′/S)loc.

We omit the proof of Proposition B.4 since it follows by the arguments in
Subsect. 2.1 by replacing the derived deformation space DX/Y of [HKR] with
the classical deformation space M○

X/Y of [AP] (cf. [Man, Thm. 4.1]).

Theorem B.5. Let S ∈ Stkk be 1-Artin and let f ∶ X → Y and g ∶ Y → Z
be T -equivariant morphisms of 1-Artin stacks in StkS. Assume that X is
quasi-DM and the T -action on X is trivial. Let ϕX/Y ∶ EX/Y → L≥−1

X/Y
,

ϕX/Z ∶ EX/Z → L≥−1
X/Z

be T -equivariant good obstruction theories and ϕY /Z ∶
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EY /Z → L≥−1
Y /Z

be a T -equivariant perfect obstruction theory. Assume that
there exists a morphism of homotopy cofiber sequences

f∗EY /Z EX/Z EX/Y

(f∗L≥−1
Y /Z
)≥−1 L≥−1

X/Z
Cofib(a)

f∗ϕY /Z ϕX/Z ϕ′
X/Y

a

with an equivalence

ϕX/Y ≃ r ○ ϕ′X/Y ∶ EX/Y → L≥−1
X/Y

where r ∶ Cofib(a) → Cofib(a)≥−1 ≃ L≥−1
X/Y

is the canonical map. Then we
have a canonical homotopy

(g ○ f)!T ≃ f !
T ○ g! ∶ CBM,T

● (Z/S)loc → CBM,T
● (X/S)loc.

Since the arguments are almost the same as in Proposition 2.12, we will only
give a sketch proof of Theorem B.5.

Sketch of the proof. Consider the composite

h ∶X ×A1 → Y ×A1 →M○
Y /Z .

We claim that there is a canonical isomorphism

L≥−1
X×A1/M○

Y /Z
≃ Cofib(f∗LY /Z ⊠OA1

(T,a)ÐÐÐ→ (f∗LY /Z ⊕LX/Z) ⊠OA1)≥−1

where T ∈ Γ(A1,OA1) is the coordinate function. Indeed, when f and g are
DM morphisms of 1-Artin stacks, the claim is shown in [KKP]. The general
case follows from descent.

Form a morphism of exact triangles

f∗EY /Z f∗EY /Z ⊕ EX/Z Eh

(f∗LY /Z)≥−1 (f∗LY /Z)≥−1 ⊕L≥−1
X/Z

Cofib(T, a).

f∗ϕY /Z f∗ϕY /Z⊕ϕX/Z ϕ′h
(T,a)

Then the composite

ϕh ∶ Eh

ϕ′hÐ→ Cofib(T, a) → Cofib(T, a)≥−1 ≃ L≥−1
h

is a T -equivariant good obstruction theory for h.

Consider the composites

k ∶= 0Nvir
Y /Z
○ f ∶X → Nvir

Y /Z

where Nvir
Y /Z ∶=V(EY /Z[−1]). Then k has a T -equivariant good obstruction

theory

ϕk ∶= f∗ϕY /Z ⊕ ϕX/Y ∶ f∗EY /Z ⊕ EX/Y → τ≥−1(f∗LY /Z ⊕LX/Y ).
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By Proposition B.4(ii), we have a canonical homotopy
(g ○ f)!T ≃ k!

T ○ spY /Z ∶ CBM,T
● (Z/S)loc → CBM,T

● (X/S)loc.

Hence it suffices to show the proposition for
X → Y → Nvir

Y /Z .

By the homotopy property of CBM
● ((−)/S), it suffices to show the proposition

for
X → Nvir

Y /Z → Z.

Then the analogue of Proposition 2.4(ii) for classical specialization maps
[AP] and smooth pullbacks completes the proof. □

Proposition B.6. Let S ∈ Stkk be 1-Artin and f ∶X → Y be a T -equivariant
morphism of 1-Artin stacks in StkS. Assume that X is quasi-DM and the T -
action on X is trivial. Let ϕ ∶ E → L≥−1

X/Y
be a T -equivariant good obstruction

theory for f ∶ X → Y . If f ∶ X → Y is a closed immersion, then we have a
canonical homotopy

f !
T ○ f∗ ≃ eT (Nvir

X/Y) ∩ (−) ∶ C
BM,T
● (X/S)loc → CBM,T

● (X/S)loc

where Nvir
X/Y
∶=V(E [−1]).

Proposition B.6 follows immediately from Corollary 2.5.

Corollary B.7. Let X ∈ Stkk be a Deligne–Mumford stack with a T -action.
Let ϕ ∶ E → L≥−1

X be a T -equivariant perfect obstruction theory. Choose a
reparametrization ρ ∶ T ′ → T such that XrhT =XhT ′. Then the composition
E ∣fix

XhT ′ → LX ∣≥−1
XhT ′ → L≥−1

XhT ′ = L≥−1
XrhT is a perfect obstruction theory for XrhT

and is independent of the choice of T ′. Moreover, we have
[X]vir = i∗([XrhT ]vir ∩ eT (Nvir))−1 ∈ CBM,T

● (X)loc

where i ∶XrhT ↪X denotes the inclusion map and Nvir ∶=V(E ∣mov
XhT ′ ).
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